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1.2 Differential Calculus ! f

The derivative df/dx is the slope of the graph of
fvs x.

_ (4f @ ®» "
af = (dx) dx

Gradient

If we have a function of three variables, lets say temperature T is a function of x, y, and z. then

dTl = (g—:) dx + (g—;) dy + (-E‘;—Z) dz

We can write the above expression in terms of a dot product as:
ar ar ar -
T =[G G+ G e
d [(ax)[-l_ ayj+ 7 k|.[dxt + dyj + dzk]
dr = (V7).dl
ar
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Where VT = (3;) i+ (a—y)j + (5) k is the gradient of T, which is a vector quantity.

In abstract form: dT = (W)Ef = VT dlcos@

Here @ is the angle between VT and dl, If we fix d! and start moving in every direction then the value of
dT will be greatest when 8 = 0.

» So gradient of a function VT is the direction of the maximum change in that function.
The magnitude |VT| = dT/dl gives the slope of maximum change direction:

If we are standing on a hill and look all around then the steepest direction is the direction of gradient
and the slope of this ascent is the magnitude of the gradient.

IfVT = 0 then dT' = 0, which means for small displacements there is no change in temperature T, this is
a point of a maxima, a minima or a saddle point or a shoulder.

If you want to locate the extrema of a function of three variables then set its gradient equal
to zero.

» Example 4: Find the gradient of a function r = /x2 + y? + 2

Ans: T






Example 5: The height of certain hill given in feet is given by:

h(x,y) = 10(2xy — 3x% — 4y% — 18x + 28y + 12), where y is the distance (in miles) in north and x is
the distance east of south Hadley.

(a} Where is the top of the hill located?

(b) How high is the hill?

() How steep is the slope (in feet per mile) at a point 1 mile north and 1 mile east of South Hadley?
In what direction the slope is steepest at that point.

Ans: {a) 3 miles north, 2 miles west of South Hadley. (b) 720 ft. (c) 311 ft/mile in north west direction.
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1.2.3 The Operator V:

P (G () + ()5
~\ax/! dy / dz
Is not a vector by itself this is just an operator when it applies to a scalar or vector quantity, so del is a

vector operator that acts on T, not a vector that multiplies with T.

But like an ordinary vector, we can either operate it on a scalar function or take a dot or cross product
with another vector.

Gradient: vV (T)

<l
|

Divergence:

<1l
X
>

Curl:

1.2.4 The Divergence:

<l
Im

- A A " N -
V. )j + (3;) k] . [vxz + v,y + vzk]

v, dv, dv,
dx dy az

=[G+

V.v=

[=1]
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Divergence of a vector is a scalar quantity. The divergence means how much a function spreads out from
a certain point. if the function does not spread out at all {i,e it is uniform) then the divergence would be
zero.

| i
N i

A point of positive divergence is a point where function spread out (like a source or faucet) and a point
of negative divergence is a point where function collects together (like a sink or drain).

> Example 6: Suppose the functions in the above figures are written
algebraically as vV, = 7 = xI + yj + zk and ¥, = k and V. = zk. Find the
divergence of each function.
Ans: (a) 3, (b) 0, (c) 1






1.2.4 The Curl;

i J k
Voo i) 3] al_[ov. 0o\, (sz av,,)“ dvy, 0wy -
v—a Ea‘-; azl “\ay ay *“\Bx oz 0x dy
vx Vy vz

V X V is a measure of how much a vector curls around a point.

» Example 7: Suppose the functions in the above
figures are written algebraically as V,; = —yi + xJ
and V, = xJ. Find the curl of these functions.

Ans: (a) 2k, (b) k
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1.2.6 Product Rules

1.2.6 Product Rules

The calculation of ordinary derivatives is facilitated by a number of general rules, such as

the sum rule: / df
€
a(f te) =
the rule for multiplying by a constant:
d df
Z k) = k-
It Sy =k~
the product rule:
d (fg) = fd‘!' i df
dx 8) = d Eax
and the quoticnt rule:
df  .dg
d _{ gdx dx
dx \ g g’

Similar relations hold for the vector derivatives. Thus,

V x (A+B) = (V x A)+ (V x B),

and
Vkf) = kV f, V - (kA) = k(V . A), V x (kA) = k(V x A),

as you can check for yourself. The product rules are not quite so simple. There are two
ways to construct a scalar as the product of two functions:

fg  (product of two scalar functions),
A - B (dot product of two vector functions),

and two ways to make a vector:

fA  (scalar times vector),
A x B (cross product of two vectors).





Accordingly, there are six product rules, two for gradients:

(i) V(fe)=fVg+gVf

(ii) VA B)=Ax(VxB)+Bx(VxA)+ (A -V)B+(B. V)A,
two for divergences:

(iii) V-(fA) = f(V-A)+A-(V]),

(iv) V-(AxB)=B-(VxA)—A-(VxB),
and two for curis:

(v) VX(fA)= f(VXA)—-AxX(V])

(vi) VXAxB) =B -V)A-(A-V)B+A(V.B)-B(V: A)

1.2.7 Second Derivatives

By applying V twice we can construct five species of second derivative.
The gradient VT is a vector so we can take its divergence and curl.
(i) divergence (V VT) and
(i) curl (V x V7).
Divergence is a scalar quantity, we can only take its gradient.
i)  V(V.9)
The curl is a vector so we can take its divergence and curl.

iv) V.(Vx7)
v)  Vx(VxV)





o 9r=(@)e @)+ ()F) (@i G+ CIE)

V.VT = il + AW O\ _ ver
T \ax? dy? dz2 )

V2T is called the Laplacian of T.

o Laplacian of a scalar T is a scalar quantity.
e Laplacian of a vector is a vector quantity.

9%v. d%v 9%v,\ .~
20— [V, AT z
ro= () () ()"
e The curl of a Laplacian is always zero:
Vx(Vr)=0

Important to note that V % (VT) is zero not because (ﬁ e V)T and V x ¥V should be zero
because cross product of a vector with itself is always zero.

NO, because ¥ is not a vector, it is an operator. We need to expand this expression and use:

d (61‘) _ 8 (67")
ax\ay/ ~ dy\ox
v ﬁ(ﬁ.?’) does not occur much in physical applications and has not specific name, this is
just gradient of a divergence. V(V.¥) is not a Laplacian of V.

V(V.9) = (V.V)5 = V25
e The divergence of a curl is always zero.
V.(Vx¥) =0
e The curl of a curl of a vector does not give any thing new:
Vx (Vx#)=V({.#) -V
The first term is just number 3 and the second term is Laplacian of a vector.

So there are only two kinds of second derivative Laplacian and the gradient-of-divergence
which is not used often.





v Example 8: Calculate the Laplacian of ¥ = x%1 + 3x2%j — 2xzk

Ans: 21 + 6x]

1.3 Integral Calculus

1.3.1 Line, Surface and Volume Integral

A line integral is the expression of the form:

b —_
[ o
“p
Here ¥ is a vector and 4l is an infinitesimal displacement and integral is taken over a
prescribed path P from point a to point b.

If the path forms a closed looPi.e. a=b then

§ﬁ._i

An example of line integral is work, where

b
w=|
a

Normally, the value of line integral depends on the path taken but in some cases itis
independent of the path and only depends on the initial and final points on the line. The
force that has this property is called Conservative force.
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> Example 9: Calculate the line integral of the function ¥ = y2{ + 2x(y + 1)} from the point

a(1,1,0) to a point b(2,2,0) along the paths 1 and 2 in the figure.
What is 551'7'2!7 for the loop that goes from a to b along path (1)
and come back to a along path (2).

Ans: (i) 11,.(ii) 10

1.3.1 Line, Surface and Volume Integral

A surface integral is the expression of the form:

J'Sa.ai

o

@,y
a (i) —j(l)

Where 7 is a vector and da is an infinitesimal area, with direction perpendicular to the

surface, If a surface is closed like a balloon then integral becomes:

jgﬁ.c_{&’

Outward direction can be taken as positive direction of area for a closed surface but for the

open surface, it is arbitrary.

» Example 10: Calculate the surface integral of ¥ = 2xzi +
(x + 2)] + y(z® — 3)k over five sides excluding the bottom of
the cubical box in the figure. Let upward and outward be the
positive direction as indicated by the arrows.

Ans: 20
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1.3.1 Volume Integral

A volume integral is the expression of the form:

f’I‘dr
\J

Where T is a scalar and dt = dx dy dz is an infinitesimal volume element. If T is a density
of a material then the volume integral will give total mass.

fﬁdr=](vxi+vxi+vxi)dr=iJ’vxdr+jfvydr+fEJvzdr

> Example 11: Calculate the volume integral of T = xyz? over the prism in the figure.

Ans: 3/8






1.3.2 The Fundamental Theorem of Calculus

suppose f(x) is a function of one variable, the fundamental theorem of calculus states that:

bd y
[ Gedx =102 =@ e

fB -
Or 3y !
fl@ [

b
[ Fodx=f) - 1@ :

Where % = F(x), so this theorem helps us to integrate F{x),

we need to figure out a function f(x) whose derivative is F.

The fundamental theorem states that if we chop-up the interval from a to b into tiny pieces,
dx, and add up increment df from all those pieces then the result is equal to the total

change f(b) — f(a)-

In other words, “integral of a derivative over an interval is given by the value of the
function at the end points”.

1.3.3 The Fundamental Theorem of Gradients

b a
J (V1).dl = T(b) - T(a@)

Suppose we want to measure the height of a building, we can climb the stairs and use the
ruler to measure the height at each step and then add ali of those heights, or we know the
coordinate at the top and at the bottom and subtract the two, we will get the same answer.

v The line integral of the Gradient (J':(VT). dl) are path independent; they only depend on
the initial and final positions.
v gBﬁT) dl = 0 because initial and final points are the same.

» Example12:letT = xy? and take a point a at the origin (0,0,0) and point b (2,1,0). Check
the fundamental theorem of gradients.

Ans: 2












1.3.3 The Fundamental Theorem of Divergence

The fundamental theorem of divergence states that:

b
f (V.5)dr = fﬁ. da
a
N S
This theorem is a special theorem and is called either Gauss’s theorem, Green’s theorem or

just divergence theorem.

This theorem also states that integral of a derivative is equal to the value of the function at
its boundaries. Since integral is volume integral and hence boundary of a volume is a closed
surface.

If v represents a flow of incompressible fluid then flux of a liquid is equal to the total
amount of fluid flow out of the boundaries.

Divergence means fluid spreading out (like a faucet). So if we have lots of faucets pouring
out incompressible fluid an equal amount of fiuid will be pouring out of the boundaries of
the region.

(i) Either we can count all faucets and add the output of all.

(ii) Or go to the boundary and measure the flow at each point and add all up.

j(f aucets within the volume) = § (flow out through the surface)

» Example 13: Check the divergence theorem using the function # = y*i + (2xy + z3)j +
2yzk and the unit cube situated at the origin.

. (v} -
Ans: 2 h I P
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1.3.3 The Fundamental Theorem of Curl or Stoke’s Theorem
b — — —
J' (¥ x ).4a = j‘;ﬁ.dc
Sa

Integral of a derivative {curl) gver a region is equal to the value of the function
at the boundary. Here the boundary term is itself a closed line integral

Integral of the curl over some surface (or flux of

the curl through that surface) represents the total LERIY

amount of swirl, and we can also determined this = Q
by going around the edge and find the flow at the S

boundary. Correct direction of area and line
integral can be achieved by the right hand rule,

) f(ff X ﬁ).E& = 0 depends only on the boundary line not on the particular surface used.
* 95@ X 1'5).33 = 0, since the boundary line like the mouth of a balloon, shrinks down to
a point so right side § 7. di = 0

Example 14: Test Stoke’s theorem for the function v = xyl + 2yzj + 3zxk,
using the triangular shaded area in the figure below.






1.3.6 Integrations by parts

Using the derivative identity:

d . .dg  df
a(fg)—fa‘i'ga

Integrating both sides:

bd _ b dg b df
[ Guoe=roi= g+ | o3

b dai b df .
._‘Q"— b_f ._f_
Lfdx—fgla agdx

Example 15: Evaluate the integral

[+ 4]
f xe *dx
1)





