1.4 Inner product and Hilbert Space
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Definition 2.4.1 An inner product (also called a dot product or scalar product) on a
complex vector space W is a function f VXV — C

n
f(vy,vy) = (U1; vy) = 7’1Jr *Vy = ZC_iC’i

€1
where Cy
v1 = . 172 =
Cn
Example 1: Find (171, Uy)
2+
v, =] o vy =

3—2i

LNNN D= [2-1 By ] a1]
= —6+31 + 81— =

[o+91

The inner product function f: V X V — Csatisfies the following conditions :
Forall v,v,,v,,and v € Vandc € C ~ [&—r(

211
s an, st ond] ,J
;5-{- \5:

(i) Nondegeneraie:

(V, V) =10,

VoV =0ifand only if V=1

(ie., the only time it “degenerates” is when it is 0). _t_
(ii) Respects addition:
. . LNV = ('\} 1L ) ko NV
Vi + Va, Va) = (Vi Vi) + (Vo VA), Pt 3
i g r i P +
(\/\,c\}z‘> — (Vi Va+ V) = (W Ve + (W, WA :G\; _Jr/\,Jr}qa !\13>

-\— (iii) Respects scalar multiplication:
=\ \( C‘\{\J <{c -N‘;’l_tﬁ}iTx({V._l”;L E@ = /\)l *(\)3 ..\, /\) *(\} 2
< = (D=
- C\/\Q{\!\K'\/LB Vi, fl',::;\=(fi (V. ;”'; * Q | _<f\J\ | /\J S '(”</\)2_ l/\} \
= C y\<\j S {(iv) Skew svmmetric: = <,\)

M<AQB“}(V V) = vl >04L\ QFL\F

Definition (Trace): the trace of a square matrix C is given by the sum of the dlagona element

Trace(C) = z cli, i] | 2

= - \ : \/Z:<\]|/\/?_X

Example 2: Find the trace of the matrix
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Definition : The inner product given for matrices 4, B € C™*"

(A,B) = Trace(A't * B)

Example 3: Find the inner product of two matrices

| 2—1 1+ 4
A=t . B = . .
[3 —L] [5—1 2 + 3i X | IX 2
o
S+41
X2

<A,%> — \6‘%1—{'3_{—6@ :i\+&%

m R"*" has an inner product given for matrices A, B € B"*" as

(A, B)= Trace(A" « B).

Definition 2.4.3  For every complex inner product space W, (—, —), we can define a

norm or leneth which is a function
o : eV / \/

CARY:
6 -4t
Exercise 24.5 Calculate the norm Sﬁa +3i,6—4i,12 -7, 13i]7. = 12 -2¢
)21

’\/’:J<\/,\}> :JE@EFLF |7—1‘l’:7l1" {32 — 20 9¢2

o2t) 6141 ik —1st]

| ¥ —R

defined as |V| = TV, V).

From the properties of an inner product space. il follows that a norm has the

following properties forall V., W e Vand c e C:
v, u> 20

(i) Norm is nondegenerate: |V| = 0if V # (hand [ = 0.
(i) Norm satisfies the triangle inequality: [V + W| < [V]| 4+ [W].——

(iiiy Norm respects scalar multiplication: |c- V| = |¢| x |V]. = \]Cx ' ! <\/I\,>

— f\l ~ nfl("n: 1N
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{11} MNorm satishes Lhe trangle inequaliy: |V + W] < [V]+ | W]
(ili) Norm respects scalar multiplication: |¢ - V| = thbJ@ C <\/l\;>

. -2 - 1 2
Example 6: Let A = [ 2 . 1] find the norm of A A Xk A=
3+i | S 13+t
| = (TR - [T (A 1) [ o) 1
L6
Definition 2.4.4 For every complex inner product space (V, { , )), we can define a
distance function © %)
(!

d( , ):VxV— R,

where ('x, ' ,g')

d(Vi, ) = [Vi — Vol = /(i = V5, Vi — V).

oL-4 -~ l'
20 1 — 4+ d (A, )
Example 2.4.5: Find the distance between v; = |1 —i|and v, = |7 + i
2—1

3
|- (=F-¢ — Y #1
AVIRLY!

| +1
=NV N =S

=) d = d S

Note: The distance function satisfied the following properties, for V,U,W € V
(i) Distance is nondegenerate: d(V, W) = 0 1Jf V£ Wandd(V,V)=N0.
(i1) Distance satisfies the triangle inequality: d(U, V) < d(U, W) + d(W, V).
(i) Distance is symmetric: d(V, W) = d(W, V).

In Real Number space (V, V') = |V||V'|cos 8, where @ is the angle between V and V.

Definition 2.4.5 Two vectors Vi and V3 in an inner product space V are orthogonal

if (Wi, V) = 0. ~0 \/{\}2 o
V5= VL] s (38) = © 0 1
Example 7: Determine if each pair of states is orthogonal or not. ' ) N D
. 1-V3i 2+ \
0 1 .
a) v, = [1] and v, = [—i] b) v, = \/;H and v, = —1fx/§i
2 4
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\

@(\/‘l\}z>:[o \1 y —~+o MNod Oxﬂ\o(]vu\l,

©

Definition 2.4.6 A basis B = {Vy, Vi, ..., Vu_1} for an inner product space V is called
an orthogonal basis if the vectors are pairwise orthogonal to each other, i.e., j # k im-
plies (V. Vi) = 0. An orthogonal basis is called an orthonormal basis if every vector
in the basis is of norm 1, i.e.,

p ==y ripe ™ NN, D= | 2
<r\/2/!\/2>:0

8.k is called the Kronecker delta function.

(i) Orthogonal but

nik catbanstmal (iii) Orthonormal

(i) Not orthogonal

Example 8: Consider the three bases, determine the orthogonal and orthonormal

) | 1
(i)
| 0
on |3 1
(ii)
1 —1
1
(111) % 1 % 1
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Exercise 2.4.8 Let V =[3,—-1,0]" and V' = [2, =2, 1]. Calculate the angle # be-
tween these two vectors. |
\

Propesition 2.4.1 In C", we also have that any V can be written as
Co q C

"

V=(E,V)E+(E,V)Ei + -+ (En1, V) Ena.

It must be stressed that this is true for any orthonormal basis, not just the canonical one.
Definition 2.4.9 A Hilbert space is a complex inner product space that is complete.

Proposition 2.4.2 Every inner product on a finife-dimensional complex vector space
is automatically complete; hence, every finite-dimensional complex vector space
with an inner product is automatically a Hilbert space.
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