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Linear Algebra



You can review these topics from

David McMahon —Ch 2, Ch3and Ch 4

Bernard Zygelman — Ch1 and Ch 2



Complex Vector Space

The vector spaces encountered in physics are mostly real vector spaces
and complex vector spaces. Classical mechanics and electrodynamics
are formulated mainly in real vector spaces while quantum mechanics
(and hence this course) is founded on complex vector spaces.

In the rest of this chapter, we briefly summarize vector spaces and matrices
(linear maps), taking applications to quantum mechanics into account.



Outline

* Review of basics of linear algebra
* Concept of State or Vector or Ket
* Vector Space and Hilbert space

* Linear Combination of Vectors

* Linear Independence

* Unigueness of spanning Space

* Basis and dimension

* Inner Produce

e Outer Product



Linear Algebra

* Quantum Theory is based on the construct: wave function and operators

* The state of a system is represented by its wave function, observables are represented
by operator

* Wave functions satisfy the defining conditions for abstract ‘vectors’ and operators act on
them as ‘linear transformation’

* Therefore, Linear algebra is the language of quantum computing

* The goal of this section is to create a foundation of introductory linear algebra
knowledge,

* upon which the reader can build during their study of quantum computing.



Probability Basics

Probability heavily used is quantum theory to predict the possible results of measurements

0 —impossible

T falls | <p; <
Probability p; of an event x; fallsin therange 0 < p; <1 1 — certain to happen

The probability of an event is simply the relative frequency of its occurrence

Suppose there are n total events, the jth event occur n; times, and we have Z}’-ozl n=n,
then the probability that the jth even occur

n.
J
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The average value of the distribution is referred to as the expectation value in quantum mechanics, given by

. jn; - . and variance of distribution is . . :
Gy =>=L=""jn; (@)% = () = ()?
= =

(Standard deviation)




Quantum Mechanics Toolbox

Bits and Qubits

 Basic unit of information is called a bit (like Yes/No, on/off, stop/go etc.)
 All digital computing machines are constructed from individual bits
* Integer value 0 and 1 denote the value of a bit

* The qubit is a similar but distinct concept

/0—>|0)'\
~ |1)/

Possible states of a classical bit Possible states of a qubit



Basic Principals of Quantum Mechanics

e According to the principles of guantum mechanics, systems are set to a definite
state only once they are measured.

* Before a measurement, systems are in an indeterminate state; after we measure
them, they are in a definite state

* |f we have a system that can take on one of two discrete states when measured,
we can represent the two states in Dirac notation as |0) and |1)

* We can then represent a superposition of states as a linear combination of these
states, such as

ly) = «|0) + B|1) Where a? + 2 =1 |¢>=i|o>+i2|1>

V2 V2

o and 3 generally complex numbers with definite values of o and 3



Postulates of Quantum Mechanics

Before we deal with ‘exact postulates of QM’ let us consider them in reference to array of five lamps

Postulate - |

QM - Following a measurement (observation) we observe only one of out of 32 possible ON/OFF Looks obvious!
configuration immediately after the measurements. CM — measurements will give you the same state

Postulate — Il a

32 possible states of array of 5 lamps are vectors in a linear vector space

According to this postulate and ‘+’ of linear vector space, [11010) + |00101) is also a vector in this space, a possible state!

| @) = System do exist in linear combination of theses states!
|00000) + |00001) + |00010) + |00011) + |00100) + |00101) + |00110)
+100111) + |01000) + |01001) + |01010) + |01011) + |01100) + [01101) But can not be observed/measured

+101110) + |01111) + | 10000) + |10001) + | 10010) + |10011) + |10100)
+110101) + |10110) + |10111) + |11000) + |11001) + |11010) + |11011)
+(11100) + |11101) + |11110) + |11111),

Upon measurement/observation system
will collapse into ‘one of these ’states

Which and Why ?

The quantum state|y), expressed as a linear combination of other states, is sometime called superposition principle

A complete physical description of this quantum register is

Postulate -1l b S
encapsulated by a vectory)in this vector space.




Hilbert Space

Hilbert Space is a vector space

The mathematical concept of a Hilbert space, named after David Hilbert, generalizes the notion of Euclidean
space. It extends the methods of vector algebra and calculus from the two-dimensional Euclidean plane and
three-dimensional space to spaces with any finite or infinite number of dimensions.

Like Unit vectors (I, J, 12) in 2-D or 3-D,

Linearly Independent vectors . _
are they linearly independent?

We pointed out that if |a) is a vector so is ¢ |a) where c is a scalar quantity.
In Hilbert space the scalar c is generally a complex number.

Consider linear c1|a1) + czlaz) + C3|C(3) cn|an)
combination of n vector _
If sum equals to the null vector 0 ONLY if G| = (65 = (63 oo e o o ww = G = U
Then set of vectors  |[|ay), |lag), [@3) o oo e e oo Ja@y) | are linearly independent

A space that admits n linear independent vectors, but not n+1, is called an n-dimensional space Nothing new !

Except the # of dimensions

In general, a Hilbert space allows infinite dimension but we are primarily concerned, in this text, (at least up to now)

with Hilbert spaces spanned by a finite and denumerable set of basis vectors. _
Can you write

Hilbert space of array of five lamps has 32 dimension; 32 independent possible states

lintermsof j&k

NO


https://en.wikipedia.org/wiki/Mathematics
https://en.wikipedia.org/wiki/David_Hilbert
https://en.wikipedia.org/wiki/Euclidean_space
https://en.wikipedia.org/wiki/Linear_algebra
https://en.wikipedia.org/wiki/Calculus
https://en.wikipedia.org/wiki/Plane_(geometry)
https://en.wikipedia.org/wiki/Dimension

Quantum Mechanics Toolbox

Binary Arithmetic

Imagine if you have a set of lamps, how many ways Depends upon number of lamps
you can have ON/OFF arrangements of lamps How many possibilities for 5 and 7 set of lamps ?
Binary of number ‘26’ - 11010 Possible combinations of n-bits — 2"

If we have array of five lamps, in ON/OFF state, say ON, ON, OFF, ON,OFF

In QM we write ‘this state’ of set/register of lampsitas |11010) One of 32 (=2°) possible states

——
Binary of 26
States can be added? like binary numbers |11010) + [00101) = |11111) Does NOT make any sense!
Two arrangements of ON/OFF All ON

Array of lamps in two different states at the same time Is it possible ?



Quantum Mechanics Toolbox

Binary Arithmetic

* Numbersinbase2 (1101,01100111,1011000111], ....... )
* Numbers in base 10 (5, 67, 893, ....... )
e Convert the binary number 110011101 to a base 10 number

Binary numbers can be added or subtracted like base 10 numbers
Possible combinations of n-bits — 2"

Possible states (combination) of a two qubits system: 22=4

|00) |01) |10) 111)

Possible states of a three qubits system: 23 =8

1000) 1001) 1010) 1011) 1100) 1101) 1110) |111)

Similarly you can write possible states of n=4, 5, 6 and so on number of qubit system



Linear Vector Space

Mathematically and conceptually very different from 2-D and 3-D ‘Real’ vector

Consider a set of objects a, B8, 7, ... .. We say that these objects belong to a linear
vector space V provided that

(i) There exists an operation, which we denote by the + sign, so that if a, 8 are
any two members of the vector space V then so is the quantity a + 3.

oV
y . o . . . N
(ii) For scalar c, there exists a scalar multiplication operation defined so that if 8 w\a"es' d\cp)s
is a vectorin Vthensoiscf = fBc.Ifa, barescalarsab B =a(b B). ‘\(\eseooz Q\ea‘)e
d (O
e ed
(iii) Scalar multiplication is distributive, i.e. cfac + ) =c o+ c [3, also for scalar ?‘\(\3\‘9, oV

a b, (a+b)a=aa+ ba.

(iv) The + operation is associative, i.e.a+ (f +y)=(a + B) + Y.

(v) The + operation is commutative, i.e.a+ = + a.

(vi) There exists a null vector 0 which has the property 0 + a = a for very vector a in V.

(vii) For every a in V there exists an inverse vector —a that has the property a+( -a) = 0.



State Vector

a’ = lal* = (a)(a”)

ly) = «]0) + B]1) Where a® + % =1 B2 = IBI2 = (B)(B")

a and fare called probability amplitudes; NOT probabilities

Generally @ and 8 are complex numbers and they can be negative as well !
Probability of finding system in state |0) is Py = a? andin state |1) Py = p?

Generally speaking, if an event has N possible outcome and label the probability of finding ‘i * by Pi, then

Pp=P +P,+--Py=1 That is why a’ + ,32 =1 For a complex number z

N Remember

l

z* = |z|* = (2)(z")
z? = (x +iy)(x — iy)
z? = ()% — (—iy)*

22 = x% + y2



Hilbert Space (Vector Space)

Basis and Dimensions

When a set of vectors is linearly independent and they span a space, the set is known a ‘basis’

Like i, J, k in 3-D Euclidean space

State vector in 2 D vector space State vector in n-D vector space
ly) = «|0) + B|1)
a;
a;
States in _ 1 _ (0) la) =
Matrix form |0) = (0) 1) = 1
an
In matrix f ) ! + 0 !
n matrix form = =
Example

1
/ /3 1
|\|,) — \/_15 |0y + %u) In matrix form |\V) (\/—)/—)= —3 (\/15)




Different Basis Set

|0) and |1) is common basis set |0) and |1) are orthogonal to each other (0]1)=0
|4+) and |—) is another common set of basis |4+) and |—) are also orthogonal to each other (+|-)=0
Problem -01
Provethat  (+|—) =0 (+l+) =1 Orthonormality of |0) and |1)
Evaluate (+]0) =?

Solve it yourself !



Problem -02

In |0), |1) basis a quantum state |) is (matrix form)

1—1i

)= 1ii

2

(a) Express |) in ket notation in |0), |1) basis

(b) Express |Y) in ket notation in |+), |—) basis

Solve it yourself !



Hilbert Space (Vector Space)

A spanning set of vectors for a given space ‘V’ is not unique

State vector in 2 D vector space

ly) = «]0) + B[1)

Multiple basis set can be used!

Like set of orthogonal axis are not
unique in 2D and 3D Euclidean space

|0) = ((1)) and |1) = (1) Spans C?, the vector space in which qubit lives

0

. 1 0
In matrix form ly) =« <O> + B <1> =

Now consider new basis

1
) =1+ =—=(;) and |U)=]-)=

VZ\1

Consider | +)= \/_1?(1) $ ) = 1

)

This set also spans the space C?; = |U;) and |U,)
can be used to represent a state |) of qubit

Similarly show that

1
Q 4= =00+ [1) Q

| +) =

)+ ()]
—10) + = 1) -y =10
VAR 7

V2

1
11)




Dirac’'s Ket and Bra Notations

The inner, or scalar product is a Hilbert space structure that provides a

measure of the degree of “overlap” between two vectors. Like dot-product in 2/3-D Euclidian space

Remember Hilbert space can be of
infinite dimension - fairly abstract

Vectors in Hilbert space represented by |W)  Called ‘ket’ notation Dot-product concept is useful to
grasp the basic concept of inner

Vector in Dual Space product BUT DO NOT Stick to it

(y|  Called ‘bra’ notation

(like mirror image of vector in Hilbert space)

Every ket has bra counterpart in a space called ‘dual space”

W) = ci|aq) + colay) + c3lag) o on oo o Cpy| )| Ket to bra (\V|= c{(a1| + c§(a2|+c§(a3| e c,’;(an|

Expansion coefficients are complex conjugate
| D) A y| Ket and bra can not be added

(®|y)  Called inner product — to evaluate complex number

|®)(y| Called outer product — not a scaler or vector — an operator



Dirac’'s Ket and Bra Notations
Inner Product

(D]y) Called inner product — to evaluate complex number

Inner product provides a measure of overlap between the vector |®) and |y)

(Dly) = (y|D)* They are complex conjugate of each other

(Wly) = (yly)*  must be real and (Wly) =0

V) = || lw) || as length of a vector, also called ‘norm’

If (wly) =1 vector is of unit length or normalized

For given vectors
W) =cqlag) + calaz)l  and  (®|= di{ay| + di{a;]

The inner product

(Dly) = (|di{es | + di{az ) ((c1]ar) + czlaz))
(D|y) = C1di(a1|a1> + cidy{az|ag) + czdi(a1|a2)+czd§(a2|a2)

Complete it using  Orthogonality condition (ai|0(j) = 0jj



Problem -03

- Is the state normalized? 3i\ (—3i 4 9 16
3 4 il I G D G W i D
|\V)=§l|0>+§|1> a2 + B2 =1 <5><5>+<5><5> 25 t25 =1
(a) What is the prob that the state |\) collapse to |1) (b) What is the prob that the state |\) collapse to |@)
Where
4\ 4 16 .
= (=)(=) == =1 0+ 8D
Pl1) (5) (5) - @) = Z 10+ 5= 1)
2"d option is to take the inner product of |\y) with |1) Pioy = KolP)|?
. . 2
Pi1y = (1Y) Pig) = |(& o1+ &2 1) Gio+ 21|
, 2 =
Py = |%(1|0)+%(1|1)| P|p)
(110) = 0
We know Complete it yourself!
s 16 =1

P =5

~ 25



Problem -04

For each of the following qubits, if a measurement is made. what is the probability that we find
the qubit in state |0)? What is the probability that we find the qubit in the state [1)?

Lo E
(a) |¥) = ﬁlﬂ} +\; 5“}

i V3
(b) I¢}=§Iﬂ}+T|1}
(1+1i) i
— 0) — —|1
(c) Ix) 7 |0} ﬁl )

(d) What is the probability that the state |) collapse into state |y)

Solve it yourself!



Dirac's Ket and Bra Notations

Few more rules Quantum Mechanics is ‘Linear’
(ul(Jav + pw)) = afulv) + plulw)

(au + v)|w) = a*(ulw) + B*(v|w)

(luN)t = (u]



Dirac’'s Ket and Bra Notations

Postulate — Il a

32 vectors (all possible states of array of
five lamps) form a basis that spans the
Hilbert space of the array of five lamps

|®) =

|00000) + |00001) + |00010) + |00011) + |00100) + |00101) + |00110)
+00111) + |01000) + |01001) + |01010) + |01011) + |01100) + |01101)
+01110) + |01111) + |10000) + |10001) + |10010) + |10011) + |10100)
+10101) + |10110) + |10111) + |11000) + |11001) + |11010) + |11011)
+]11100) + [11101) + |11110) + [11111),

According to this postulate any of these vectors (states),
for example |11011), is orthogonal to all other vectors
(states) in set of 32. Basis vector are orthonormal

Orthogonality is a very important concept,
mathematically and in physical systems

W) = ci|lay) + calay) + c3lag) oo lay)

If [w) has unit length i.e. (y|y) = 1

n
v =) el
Ket and bra in i—1
summation form n
(Wl — z C; <ai|
j=1

Remember |c;|?is

n n n n n
) probability of finding
Wi = ZCJ X <“J|“>°"h°“°rma“"y ZEC % 22 Gl® =1 |y) and state |a;)
:1 =1

n
i=1j=1 i=1j=1

T_I

Sum of all probabilities =1



Dirac's Ket and Bra Notations

More about inner product

Taking inner product of |a,,,) with |y)

n

n
(am|\y) = Z Cj<am|aj> = Z CiOmj = Cm Using Orthonormality
j=1 ]:1

Before you process please check above in 3-D space! For more intuitive understanding
Remember inner product is like dot product in 2-/3-D
LA =1 (A0 + A,f + Ask) = A,

......... similarly, the Hilbert space vector

W) = cq|aq) + calay) + c3laz) oo ciocp| @) is a linear combination of orthonormal basis vector | ;)

Using orthomormality we can find ¢;

¢, = (051|\V) cy = <a2|w) S (an|\|/)

/T &S Ali + lAzj + Agiel

Consid torin 2-/3-D
onsider a vector in 2-/ To find A, , take dot

product of A with {



Dirac’'s Ket and Bra Notations
Outer Product

Dyadic in Euclidean space — a bilinear expression such as ij (or any one of other eight combinations)

=N

Dyadic can be positioned before or after a vector iIJA = i(j. /T) = {4, Aif = (/T_ Df = jA,

Table 1.1 Examples and comparison of three-dimensional Euclidean space structures with
n-dimensional Hilbert space analogues

Structure Euclidean space Hilbert space

Basis expansion A= Ay E—I— A},j + A, k V) =cqlar) +c2ler) +---cn lagn)
Inner product A-B (P |¥)

Basis components Ay = A-i, .. ete. ci={o;|¥) i=1,2...n

Outer product {dyﬂdic}jlz, ...etc. i) ({:{,‘l

Remember this table is only for intuitive purpose , Actually Hilbert space is different from Euclidean space!



Dirac’'s Ket and Bra Notations

Postulate — Il b |®) =

100000) + |00001) + |00010) + |00011) + [00100) + |00101) + |00110)
Array of five lamps is in state |®D) than a +100111) + |01000) + |01001) + [01010) + |01011) + |[01100) + [01101)
measurement yields the lamps configuration +]01110) + |01111) + |10000) + | 10001) + | 10010) + |10011) + |10100)

corresponding to one of 32 states with probability * :1218(1)5 * H(ﬁégi * H(ﬁi(l)i * :ﬂgg% +111001) + |11010) + [11011)
+ + + + ’

p; = |Ci|2 = |(i |cI))|2 Where|i) is one of the 32 states of array of lamps 5

The condition (y|y) =1 insures that };;p; = 1 Where are ¢;s

Consider a data of 1000 experiments fro array of five lamps

Table 1.2 Tally of results for

Measurement 00000 01000 10001 11000
the gedanken experiment

# of observations 101 209 321 369

Therefore, if | know the probability (i.e. |¢;|?) | can write expression for state vector |®)

ly) = 101 100000)+ 209 01000) 10001) 369 111000) If coefficient c; is replaces by
1000 1000 1000 (remember |c;|? = p; prob. Measure)

: . - i -
In Hilbert space ‘expansion coefficients’ c;’s are complex numbers ¢; = c;e'f where B is called phase

Note: It is impossible to find the coefficients ¢;’s, but |c;|*can be Probability remain the same



State of Array of five lamps in Quantum Mechanics

|®) =

|00000) + [00001) + |00010) + |00011) + |00100) + |00101)
+|00110) + |00111) + |01000) + |01001) + |01010) + |01011)
+101100) + [01101)+ |01110) + [01111) + | 10000) + | 10001)
+[10010) + |10011) + |10100) + |10101) + |10110) + |10111)
+[11000) + |11001) + |11010) + |11011) + |11100) + |11101)
+]11110) + [11111),

In QM
notation/ [W) = cilag) + calaz) + c3laz) e v Cp| @)

Where|ay) is [00000) ......|a,=32) is |[11111).

|c1|%is probability of finding ‘array’ in state |a; )

Quantum Mechanics is a probabilistic theory (Postulate Ill b) where full knowledge
of the system i.e. |\), does not guarantee a definite outcome for a measurement

On measurements system collapse to a state, and remains in that state. Any
consequent measurements will measure the system in same (previous) state

If we DO NOT measure (look at lamps) the system (array of 5 lamps), system can be in any of 32 possible states, however,




Direct and Kronecker Product

To explore the Hilbert space in general we need to introduce the direct or tensor product.

We build higher-dimensional Hilbert space from direct products of single qubit Hilbert spaces

Remember single qubit belongs to 2-D Hilbert space

The ket |0) and |1) are possible basis vectors as we require them to be linearly independent and orthonormal.
In this Hilbert space (of a qubit, with bases vector |0) and |1)) any state vector |¥) can be expressed as linear of these basis

The Direct or Tensor product

Direct product of two kets |a) and |b) is given by la) @ |b)
If both kets |a) and |b) are single qubit basis kets la) @ |b) = ]0) ® |0), 10) @ |1), 1) ® 10), 1) |1)

Further remember |a) ® |b) # |b) @ |a)

Theorem 1.3 Given a Hilbert space of dimension d that is spanned by basis vectors |b), and the single qubit
vector |a) for a € 0, 1, the direct product |a) ® |b) for all a, b are basis vectors in a Hilbert space of dimension
2d. The dual vector for



Direct and Kronecker Product

To explore the Hilbert space in general we need to introduce the direct or tensor product.

Theorem 1.3 Given a Hilbert space of dimension d that is spanned by basis vectors |b), and the single qubit
vector |a) for a € 0,1, the direct product |a) @ |b) for all a, b are basis vectors in a Hilbert space of dimension
2d. The dual vector for

cla)  |b) is c*(b| @ (al For all values of a, b.
(clab)) c*(bal

Above theorem allow inner product with all vectors in the direct product Hilbert space

Assume |a), |b), |c), |d) are single qubit states
|¥) = cq|ab) + c,|cd)

¥) = ¢1]a) ® |b) + c2]c)  |d) |®) = dy]a) & |D) + dz|c) & |d) |®) = d,|ab) + d,|cd)

Qe

(P|9) = (ci(b| @ (al +c;(d| @ (c)(d1la) ® |b) +dalc) ® |d)) (WD) = (ci(ba] + c3(dc|)(dy|ab) + dy|cd))

(W|®) =(cid1(b|bXala)+ cidy(bldNalc) + c;di{claXd|b) + c;dy{c|c){d]|d)| (¥|D) = c;d; (balab) + cid,({ba|cd) +

c;d; (dc|ab) + c3dy{(dc|cd)

(P|D) = cidy + c3d, Using orthonormality condition



(¥|®) = cid, (balab) + c;dy(ba|cd) + c;d; (dc|ab) + c;d,{dc|cd)

=1 =0 =0 1
(V|P) = Ci‘%(%alaﬁ) + CIdl(b%IC> + C;dl(d%lcw + Cé‘dl(d|7</6|6>

Problem -05

1

Py = 100>+i 111) )—<ﬂ> 100)+<2> 101)
W) = 11000+ —| o) = (—— )1 )|

Find (p|Y) =7

Solve it yourself!



(.......4th,3rd, 2nd, 1st]| |1st,2nd, 3rd, 4th ... ...

Problem -06

(11]00) =7

(1110|0011) =?

(1110|0111) =?

Where |0) and |1) are orthonormal basis



Problem -07

Consider following two states
of five lamp system

ly) =|10101) lp) =|11111) Are they orthogonal to each other?

Can five lamps collapse above two states at the same time?

(Ylp) =? Using ket-bra notation
0
(Yle) =? Using matrix notation ) =[11110) =
j. 32 row
0
. 0
Wle)=(0© 0 1 0 0 - |=0 _
' lp) =]10101) = | 1*— 15row
1

0



Outer Product and Operators

Dirac’s bra-ket formalism to construct an outer product
Consider states W) = cilaq) + ¢y |ay) and |®) = dq|ay) + dylay)
Dirac’s distributive axioms for outer products |\V)((D| = (C1|C¥1) + C2|6¥2)) (di(aﬂ + d;(a2|

JWHD| = cidi|a){aq| + c1d5 |agKag| + cadilazaq| + cpds|azas;|

X|I') and (I'| X are valid operations

How outer product
operator can act on state

Consider the outer product X = |D){y|

|T'YX and X(I'| are NOT valid operations

X|I) = (IOXy D) = [@Y({y[[) = c|D) Where ¢ = ((y|I))

Remember generally ‘c” and ‘d’- the

inner products are complex numbers
(CIX = (T[N y]) = (T[P){y| = (y|d Where d = ((TI'|®)) P g
Outer products are
Outer product X = |®)(y| act on vector |I') and transform it to c¢|®D) in Hilbert space ‘operators’ in Hilbert space
Operator can change the
Outer product X = |D){(y| act on vector (I'| and transform it to (\/|d in dual space

sate of quantum system



Outer Product and Operators

X|I') = (JOXwDI|T) = |O)Y(y|T)) = c|D) When outer product (X) act on ket result is also a ket

When outer product (X) act on bra result is also a bra

(CIX =TI PKy]) = (I[P y] = (y|d

Operators are objects that maps vectors to other vectors in Hilbert space

Additional properties

Now according to X|T) = (|JOXwDIT) = |P)(w|I)) = c|D)

The dual of transformed vector of X|T') is (®|c* where ¢* = (T'|y) > Therefore X|T') # (I'|X



Operators

Operators map, or transform, a vector in Hilbert
space to another vector in that same space

In Quantum Mechanics an ‘operator’ represent measurable

A special class of mapping, generated by operator X, have the following property. For some state vector |®)
X|D) = ¢p|D) Where ¢ is scaler

An equation of this type is called eigenvalue equation. The vector |®) is called an eigenvector and the constant ¢ is
called eigenvalue associated with that eigenvector



Matrix Representation

State vector in 2 D vector space

|\|j> — al()) 4+ lBll) Spans €2, the vector space in which qubit lives
' 1 1
sacsotsant o~ (0) o w-() (OG0l =G

Therefore sate 1 0 a
in matrix form Nj) -« <0> +5 (1) - (ﬁ)

Nowconsider 1) = (%) ana. |y)=(5) [imnerproducty  (pl) = (@ b (3) =a'e+b'd

state in 2-D

a4 b]_ bl
State in dimension  |®) = ( : ) and |y) = ( 5 ) Inner product (plyp) = (a; .. a,’i)( 5 ) =aiby .. apby

an bn bn

n

(plp) = ) aib

=1



Matrix Representation of Operators

State vector in 2 D vector space

) = cl0) +d|1)  wedetine 0= (1) and 1= () ﬁ} )=o) +a(7)= ()

(0]=(1 0) and (1]=(0 1)

l¢) = al0) +b|1)

Outer product _(a _(cC (A, . e\ fac® ad™\ Matrix representation
in matrix form |<p) - (b) and WJ) B (d) j‘> |(,0)(l/1| - (b) (c dr) = (bc* bd*) of an operator

Let us check!  X|0) = (ZE ZZ:) <(1)> - (ZE) OR 0Xp10)= ¢l |:> clp)=c* (3) = (ZE)



Adjoint, Hermitian and Unitary Operators

For operator X and ket |®), the dual of X|®) is given by the expression the (®|XT, XTis called the
@r conjugate @ operator to X

Hermitian operator X that have the property X=Xt

X is Unitary operator if Xt =x"1

From matrix algebra we know XX 1=x1x=1 = XXT=XTX=1 Identity/unitary operator
However usually we represent unitary operatorsbyU = uut=utu =1

Where ‘I’ is unit operator [|[®) = |D) For all|®) in Hilbert space

Both Hermitian and Unitary operator play central role in Quantum Computing and Information (QIC) applications



Adjoint of operators and ket-bra

(@A) =a*AT
(ly)" = (vl
(D' = 1y)
(AB)" = BTA'
AlyN" = (p|AT
(AB|y )= (y|BT A

(3.22)
(3.23)
(3.24)
(3.25)
(3.26)
(3.27)

4= 9
Adjointof A = AT = (Z: ccl:)

Definition: Hermitian Operator

An operator A is said to be Hermitian if

A=AT

At = ( a b — ic) Where a, b, ¢, and d

A= b+ic d are real numbers



Example 3.4

Find the adjoint of the operator 4 =2]0)(1]| —i|1){0].

Solution

First we note that (3.29) tells us that

AT = 210y(1)T = @1yo)t

We can compute the adjoint of each term by taking the complex conjugate of the constants in
cach expression and then applying (3.28). We find that

AT =2|1)(0] + i]0)(1]



Definition: Hermitian Operator

An operator A is said to be Hermitian if

A=A
Definition: Unitary Operator
The inverse of an operator 4 is denoted by 4~'. This operator satisfies 44! =
A7'4 =1, where I is the identity operator. An operator is said to be unitary if its

adjoint is equal to its inverse.| Unitary operators are often denoted using the symbol
U and we can state its definition as

UUT=UU =1 (3.34)

Unitary operators are important because they describe the time evolution of a quan-
tum state. The Pauli operators are both Hermitian and Unitary.

Definition: Normal Operator

An operator A is said to be normal if
AAT = ATA (3.35)

Later in the chapter when we consider the commutator of two operators, we will see
that this means a normal operator is one that commutes with its adjoint. Hermitian
and unitary operators are normal.



Hermitian Operators (Theorems)

Theorem 1.1 The eigenvalues of a Hermitian operator are real numbers.

Theorem 1.2 If the eigenvalues of Hermitian operator are distinct, then the corresponding eigenvectors are

mutually orthogonal. If some of the eigenvalues are not distinct, or degenerate, then a linear combination of
that subset of eigenvectors can be made to be mutually orthogonal.

H|d,) = ()

[Pn) = Pl P H|D1) = 1)
If every value of ¢,, is different then corresponding

|®,,) must be mutually orthogonal H|D,) = ¢p1| D7)

|®¢) and |®,) are not orthogonal



Postulates of Quantum Mechanics

Postulate I  Kets |0), | 1) constitute a basis for the qubit Hilbert space. An n-
qubit register 1s spanned by basis vectors that are direct products
of n-qubits |a) @ |b) ® |c) ... |n), wherea,b,c---n €0, 1.

Postulate I A full description of the system 1s encapsulated by a vector |¥),
of unit length. in this 2" dimensional Hilbert space.

Postulate III (Born's rule) The act of measurement associated with Hermi-
tian operator A results in one of its eigenvalues. The probability
for obtaining a nondegenerate eigenvalue a 1s given by the
expression |{a|¥)|* where |a) is an eigenvector of A that
corresponds to eigenvalue a. If the eigenvalue a 1s degenerate,
the probability to find that value is ) . |{a; |@)|? where the sum
1s over all i 1n which g; = a.

Postulate 1V (collapse hypothesis) Immediately after measurement by A
with result a, the system 1s described, up to an undetermined
phase, by state vector |a). If @ 1s degenerate, the system 1s in a
linear combination of the corresponding eigenvectors.



Operators

Like Differential, Integral, Sum, Difference etc. operators, we have an idea of operators in Q.M
Important postulate of Quantum theory is that there is an operator that corresponds to each physical observable
When operators act on a state of a quit it may change it. e.g.

AlY) = |9) (ulA = ]

Operators are linear Ala|y,) + Bly,)] = ad|y,) + BA|Y,)

I is identity operator f|1/)) = |y)



Eigen Operator and Eigen States

Eigen operator Eigen value
- l
M) = aly)
N/

Eigen vector

AMi) — /1i|/1i)



Pauli Matrices

Set of operators that plays a important role in Quantum Computation

In Q.M dynamical variables like position, momentum , angular momentum, energy etc. are called ‘observables’

In Q.M, for each observable there are operator corresponds to each physical variable

Four Pauli Operators

= 9

1

O'3=O'Z=Z=(O

-1

)

SAVEVEV

a, |0) = 10);
gy [0) = |1);
gz [0) = —i]0);
a3 [0) = |0);

d, 1) = 1) Identity operator
2106
01 |1> — |O> 6,096( 0(,
ok e oe‘a‘
o, |1) = i]0) e S Qe“,
\N\-\'\C\(\ 0& ““\’\e C ‘.(\'\\_\3
o\
o3 |1) = —[1)

All Pauli matrices play important role in generating operators in the Hilbert space of a Qubit



Most general Self-adjoint (Hermitian) Matric

Where a, b, ¢, d are real numbers

2 x 2 general Hermitian matrix ( a b - lc)

b+ic d

We can re-write above said self-adjoint/Hermitian matrix

a b —ic _
(b +ic d ) = boy +coy + ao, + [l Where a = aTd,,B = %d,and lis the 2 x 2 identity matrix.

Therefore, arbitrary 2 x 2 Hermitian matrix can be represented by a linear
combination of three (/four) Pauli matrices and the identity matrix.

The four (Pauli) matrices form a basis for the linear
vector space of all 2 x 2 Hermitian matrices.

The Pauli matrices serve as generators
of all 2 x 2 unitary matrices

OxYOy —0yoy = 2i0 7

Oyoyz —070y = 2i0y

loi,0;]=2i Z EijkOk
k

ﬂ'zﬂ'x—ﬂxUZZZfU}I

Verify above using [4, B] = AB — BA



Operators in Matrix Form

((uilAlur) (1| Aluz)
(ua Alur)  (uz] Aluz)

\ (10| A1)

Matrix form of operator
is base dependent

(ur] Aluy)
(3.17)

(p | Aluy)

((ilAlv1)  (vilAJva)
(val AJvi)  (v2|Alv2)

> >
I

\(valAlv)

(v1]A|vy)

(vp| Alv,)



For single qubit operator in matrix

_ ((ol4Jo) (ol4|1)
A‘<<1|A|o> <1|A|1>>
Problem -08

Express following Pauli
operators in matrix form

oy |0) = |1); oy |1) = |0)

oy 10) = =il0); gy 1) = i[0)

a, |0) = |0); a3 [1) = —|1)

For two qubit operator in matrix

(00J4J00) (00JAJ01)  (oo|A]11)
A= (01 A 0()) Similar matrix for
- three/four qubit gate
(11|A|00) (11]|A|01) (11|4]11)
Express Hadamard H Express CNOT operator
gate in matrix form in matrix form, where
H|0) = | +) CNOT|00) = [00)
H|1) = | —) CNOT |01) = |01)

CNOT|10) = |11)
CNOT |11) = |10)



Eigen Values and eigen state

AlY) = aly)

For a given operator A how to find eigen values and Eigen state

e Solve the characteristic equation to find the eigenvalues.

A-a [ det|d — Af| = 0

e For each eigenvalue, use the eigenvalue equation to generate relations among the com-
ponents of the given eigenvector.

e Use the normalization condition to find the values of those components.



Problem -09

Find the Eigen values and 0
Eigen states for operator A = 0

—A 0 i
0 1—-12 0]=0 E> —A[-A1 -2 —-0]—-0+i[(0—- (=)@ -A1)]=0
—1 0 —A
[> PA-D-1-1)=0 [> (1-1)D(A*-1)=0
Therefore eigen values are A=-11,1

Now for each eigen value we will find eigen vector from characteristic equation



a
Let |pq) = <IZ> A —

I\ sa a
Alp1) = @1l91) i> ) <b> = (—1) <b>
0/ ‘¢ c
ic ic = a
(o) s ) e ) = ()
—la —la = ia

|1) must be normalized (a)(a) + 0 + (ia)(=ia) =1 i> a’+a’=1 ® a

1

1
Therefore lp1) = ﬁ (O) Eigen state for eigen value of ‘-1’
I

L
V2

oo



a
Let [@,) =

A|‘P2 = Q2| @2)

Q :

c
ic ic=a a
(b b=b i> |<P1>=<b>
—ia —ia=c —ia

|¢1) must be normalized (a)(a) + (b)(b) + (—ia)(ia) = 1

1
b=0 a=—4%4
® 2a% + b? = 1 " V2

1
1 1
Eigen state for eigen value of ‘+1’ lp2) = ﬁ( 0 ) lp3) = ﬁ

o - O

o o .



SPECTRAL DECOMPOSITION

An operator 4 belonging to some vector space that 1s normal and has a diagonal
matrix representation with respect to some basis of that vector space. This result is
known as the spectral decomposition theorem. Suppose that an operator 4 satisfies
the spectral decomposition theorem for some basis |u;). This means that we can
write the operator in the form

A=) ailui)u;] (3.38)

=1

Simple if you know the eigen values of an operator, then matrix form of the operator
is simply a diagonal matrix — diagonal elements are simply the eigen values



Example 3.5

Find the eigenvalues of an operator with matrix representation

21
A=(4 1)
Solution

First we construct the matrix 4 — A/l:

(3 )6 )
=( )= 2)=(5" L)

Then we compute the determinant

2—-A 1

det|]A — AI| = det 1 11—

— 2 - M) (1= 1) — (=D(D)

= 24+ A—22+22+1

Rearranging and combining terms, and setting them equal to zero, we obtain
SHe s s E 1+ /T=4(D(=1) 1+5
A2 = 2 -T2

A —1=0



THE TRACE OF AN OPERATOR

If an operator 1s 1n a matrix representation, the frace of the operator 1s the sum of
the diagonal elements. For example,

A=(“I 3), Tr(A) =a+d

C
a b c¢

B=\|d e f)|, Tr(B)=a-+e+i
g h i

If an operator i1s written down as an outer product, we take the trace by summing
over inner products with the basis vectors. If we label a basis |u;), then

n

Tr(A) =) (ui|Alu;)

=1



Example 3.8

An operator expressed in the {|0), |1)} basis is given by

A = 2i[0)(0D+ 3]0) (1] — 2|1)(0] + 4{1) (1D

Find the trace.

Tr(A) = 2i + 4

n

Tr(A) =) (uijlAlu;)

=1



Important Properties of the Trace

The trace has some important properties that are good to know. These include the
following:

The trace is cyclic, meaning that Tr(ABC) = Tr(CAB) = Tr(BCA).
The trace of an outer product is the inner product 7r(|¢)(|) = (P|@).
By extension of the above it follows that 7r(A4|vy)(¢|) = (@ |4 | V).

The trace is basis independent. Let |u;) and |v;) be two bases for some Hilbert
space. Then Tr(4) =) (u;|Alu;) =Y (vi|A|v;).

The trace of an operator 1s equal to the sum of its eigenvalues. If the eigen-
values of 4 are labeled by A;, then Tr(A) = >, A;.

The trace 1s linear, meaning that 7r(a«4d) =a1r(A), Tr(A+B) =T1Tr(A) + 1r(B).



THE EXPECTATION VALUE OF AN OPERATOR

The expectation value of an operator is the mean or average value of that operator
with respect to a given quantum state. In other words, we are asking the following

question: If a quantum state |{) 1s prepared many times, and we measure a given
operator A each time, what is the average of the measurement results?
This 1s the expectation value and we write this as

Expectation value of A (A) = (Y |A|yr) (3.39)

Expectation value of A2 (A%) = (YlA*|Y)

Uncertainty in measurement of A AA = \/(AZ) — (A)?



Example 3.12

A quantum system is in the state

¥) = LIU) +\/§Il>
=7 3

What is the average or expectation value of X in this state?



The Bloch Sphere

A vector representing the state of a quantum system could look something like arrow,
enclosed inside the Bloch sphere, which is the so-called "state space” of all possible
points to which our state vectors can "point"

Our state vectors are allowed to rotate anywhere on the surface of the
sphere, and each of these points represents a different quantum state. A

ly) = a|0) + B|1) = (g) a and B are complex numbers

a

(wly) = (@ B (g) = a®+p?

(yly) = a? + % = 1 when state is normalized

a and [ are complex numbers, therefore

@ =xy+ix; and B = x, +ix3 Where all X's are real numbers i 1)

: , 2 1 02 4 w2 4 w2 . o
If 1) is a normalized sate, then x5 +xf + x5 +x3 =1 X, Y, Z are just for reference, actually Qubit lives

in Hilbert space NOT in 2D or 3D Euclidean space
This equation describe a 3-sphere embedded in a 4-D space



The Bloch Sphere

A vector representing the state of a quantum system could look something like arrow,
enclosed inside the Bloch sphere, which is the so-called "state space” of all possible
points to which our state vectors can "point"

If [1) is a normalized sate, then xg +x2 4+ x2 + x§ — 1 This equation describe a 3-sphere embedded
in a 4-D space with center at origin

of a point xg, x1, x2, x3 in this space to a point (x, y, z) in a three-dimensional space
where

x = 2(xpx2 + x1x3)

y = 2(x3xp — X1x2)

) y -
z:xg—l—xf‘—x%—xg. (2.16)

\mz\/,rg+x‘]2+x§+x;:: 1,

xp = cos(6/2) cos(p)
x1 = cos(6/2) sin(B)
X7 = sin(@/2) cos(B + ¢)
x3 = sin(@/2) sin(B + ¢)

forO<fd <nw.0<¢ <2m,0<pB <27 we find that

Standard parameterization of a unit 2-sphere in spherical coordinate
system. Here 0 and ¢ are polar and azimuthal angles, respectively

(x,y,7) = (sinf cos ¢, sinf sing, cos ),




The Bloch Sphere

A vector representing the state of a quantum system could look something like arrow,

enclosed inside the Bloch sphere, which is the so-called "state space” of all possible
points to which our state vectors can "point"

Normalized state [y) on Bloch sphere can be written as
. cos0 /2 . .
ly) = e'F (ei¢sint/9/2> = elf [0050/2|O) + e‘¢sin9/2|1)]

a
Remember in ket-bra notation it was |y) = a|0) + B]|1) = (,B)

Let us check the Blue state vector |0)

6 = 0, what about ¢="

ly) = [6059/2|0) + ei¢sin9/2|1)] = c0s0]0) + e'?sin0|1) = |0)

Let us find the state vector of location ‘P’

6 =mn/2, what about ¢=0

. . 1 1
= l¢ ] = 10 ¢j = — -
|w) [6059/2|0) +e Sln9/2|1)] cosm/4|0) + esinm/4|1) 7 |0) + 73 |1)



The Bloch Sphere

A vector representing the state of a quantum system could look something like arrow,
enclosed inside the Bloch sphere, which is the so-called "state space” of all possible

points to which our state vectors can "point"

. cos0 /2 . .
ly) = e <ei¢sm/9/2> = e'¥[c0s6/2|0) + e?sin6/2|1)]

e'P is called overall phase factor and can not be measured. State of a Qubit can
be specified by ‘a point’ on the block sphere, ignoring the ‘overall’ phase factor

Find the state vector of location ‘Q’, ‘R’, ‘S’ S

Z

A
10)

(‘R is a point where —ve x-axis cuts the Bloch sphere)

X

The sate vector |0), [1), and at points P, Q, R, S plays very important
role in Quantum Computing and Information processing




Back up



Let us consider new states (very useful in Quantum Information processing)

1 1 1 1
|u>=|+>:\/_§|0>+ﬁ|1> |v>:|_>:\/_§|0>_ﬁ|1>
. _1n = L1
In matrix form |u)=|+)=ﬁ(1) |v)—|—)=\/—§(_1)

1 /¢, +¢ 0 ,
c1|u)+cz|v)E\/—§<C1_cz)= (O) Onlyifc; =¢c, =0
Verify linear independence

using inner product
Therefore |u) and |v)are linearly independent



Now let us find Pauli matrix from basis | +) and | —)

0 = 0y = X = |4 +] = =) j> a=3(0 N34 H=C D



Direct and Kronecker Product

The Direct or Tensor product

Direct product of two kets |a) and |b) is given by la) @ |b)

If both kets |a) and |b) are single qubit basis kets la) ® |b) = [0) Q® |0), 10) ® |1), 1) ® [0), [1)Q|1)

Above four outer product vectors are orthonormal?

(0] ® (0)(10) ® [0)) =(0]0){0]0) =1

Yes, above states are mutually orthogonal

(0] ® (0D (10) ® [1)) = (0[1)(0]0) =0

We can simplify the notation

)@ [b)= [0)@ [0), [0)@[1), [H&®[0), [1)&]1) > laby= 100), |01),  [10), [11)

(P|®) = (ci(b| @ (a| + c3(d| @ (cD(di]a) @ |bY +dalc) ® [d) | ) (®|®) = (ci(ba| + c;(dc|)(dy|ab) + dy|cd))

Make sure you know how to Xply

(001|ach) = (0|b) (0|c)(1]|a)



Direct and Kronecker Product

The outer product with multiple qubits

Multi-qubit operators lab) = |a) @ |b) lcd) = |c) ® |d)
lab){cd| = (la) @ |b){d]| ® {c|) = |a){c| ® |b){d] ® is called the Kronecker product
When this operator on a state | W) W) = ¢,|01) + c,|10)

(Jab)cdD|¥) = (la) ® [b)({d]| ® {c])(c;1|01) + c,|10))
(Jab)cd)|¥) = (Ja)(c| & |b)d])(c1|01) + c,|10))
lab)(cd])|¥) = c;(Ja)c| & [bXd[)]|01) + c,(|a)(c| & |b){d]|10)

(lab)Xcd])|¥) = ((lab)cd|)(c1]/01) + ¢2]10)) = |ab)lc1{cd||01) + c,{cd]||10)

|ab)cd|)|¥) = |ab)[c1{c|0Xd|1) +co{c|1Xd|0)] = |ab)[c1(cd|10) + c;{cd|10)]



