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Chapter 1
Introduction

1.1 Scope and aims of this book

Quantum optics is one of the liveliest fields in physics at present. While it has been
a dominant research field for at least two decades, with much graduate activity,
in the past few years it has started to impact the undergraduate curriculum. This
book developed from courses we have taught to final year undergraduates and
beginning graduate students at Imperial College London and City University of
New York. There are plenty of good research monographs in this field, but we felt
that there was a genuine need for a straightforward account for senior undergrad-
uates and beginning postgraduates, which stresses basic concepts. This is a field
which attracts the brightest students at present, in part because of the extraor-
dinary progress in the field (e.g. the implementation of teleportation, quantum
cryptography, Schrödinger cat states, Bell violations of local realism and the
like). We hope that this book provides an accessible introduction to this exciting
subject.

Our aim was to write an elementary book on the essentials of quantum optics
directed to an audience of upper-level undergraduates, assumed to have suffered
through a course in quantum mechanics, and for first- or second-year graduate
students interested in eventually pursuing research in this area. The material we
introduce is not simple, and will be a challenge for undergraduates and beginning
graduate students, but we have tried to use the most straightforward approaches.
Nevertheless, there are parts of the text that the reader will find more challenging
than others. The problems at the end of each chapter similarly have a range
of difficulty. The presentation is almost entirely concerned with the quantized
electromagnetic field and its effects on atoms, and how nonclassical light behaves.
One aim of this book is to connect quantum optics with the newly developing
subject of quantum information processing.

Topics covered are: single-mode field quantization in a cavity, quantization
of multimode fields, the issue of the quantum phase, coherent states, quasi-
probability distributions in phase space, atom–field interactions, the Jaynes–
Cummings model, quantum coherence theory, beam splitters and interferometers,
nonclassical field states with squeezing, etc., test of local realism with entangled
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2 Introduction

photons from down-conversion, experimental realizations of cavity quantum elec-
trodynamics, trapped ions, etc., issues regarding decoherence, and some appli-
cations to quantum information processing, particularly quantum cryptography.
The book includes many homework problems for each chapter and bibliogra-
phies for further reading. Many of the problems involve computational work,
some more extensively than others.

1.2 History

In this chapter we briefly survey the historical development of our ideas of optics
and photons. A detailed account can be found in the “Historical Introduction”
for example in the 6th edition of Born and Wolf. A most readable account of the
development of quantum ideas can be found in a recent book by Whitaker [1].
A recent article by A. Muthukrishnan, M. O. Scully and M. S. Zubairy [2] ably
surveys the historical development of our ideas on light and photons in a most
readable manner.

The ancient world already was wrestling with the nature of light as rays. By
the seventeenth century the two rival concepts of waves and corpuscles were
well established. Maxwell, in the second half of the nineteenth century, laid the
foundations of modern field theory, with a detailed account of light as electromag-
netic waves and at that point classical physics seemed triumphant, with “minor”
worries about the nature of black-body radiation and of the photoelectric effect.
These of course were the seeds of the quantum revolution. Planck, an inherently
conservative theorist, was led rather reluctantly, it seems, to propose that thermal
radiation was emitted and absorbed in discrete quanta in order to explain the
spectra of thermal bodies. It was Einstein who generalized this idea so that these
new quanta represented the light itself rather than the processes of absorption
and emission, and was able to describe how matter and radiation could come
into equilibrium (introducing on the way the idea of stimulated emission), and
how the photoelectric effect could be explained. By 1913, Bohr applied the basic
idea of quantization to atomic dynamics and was able to predict the positions of
atomic spectral lines.

Gilbert Lewis, a chemist, coined the word photon well after the light quanta
idea itself was introduced. In 1926 Lewis said

It would seem appropriate to speak of one of these hypothetical entities as a

particle of light, a corpuscle of light, a light quantum, or light quant, if we are to

assume that it spends only a minute fraction of its existence as a carrier of radiant

energy, while the rest of the time it remains as an important structural element

within the atom . . . I therefore take the liberty of proposing for this hypothetical

new atom, which is not light but plays an important part in every process of

radiation, the name photon [3].

Clearly Lewis’s idea and ours are rather distantly connected!
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De Broglie in a remarkable leap of imagination generalized what we knew
about light quanta, exhibiting wave and particle properties to matter itself. Heisen-
berg, Schrödinger and Dirac laid the foundations of quantum mechanics in an
amazingly short period from 1925 to 1926. They gave us the whole machinery we
still use: representations, quantum-state evolution, unitary transformations, per-
turbation theory and more. The intrinsic probabilistic nature of quantum mechan-
ics was uncovered by Max Born, who proposed the idea of probability amplitudes
which allowed a fully quantum treatment of interference.

Fermi and Dirac, pioneers of quantum mechanics, were also among the first
to address the question of how quantized light interacts with atomic sources and
propagates. Fermi’s Reviews of Modern Physics article in the 1930s, based on
lectures he gave in Ann Arbor, summarize what was known at that time within
the context of nonrelativistic quantum electrodynamics in the Coulomb gauge.
His treatment of interference (especially Lipmann fringes) still repays reading
today. It is useful to quote Willis Lamb in this context:

Begin by deciding how much of the universe needs to be brought into the

discussion. Decide what normal modes are needed for an adequate treatment.

Decide how to model the light sources and work out how they drive the

system [4].

This statement sums up the approach we will take throughout this book.
Weisskopf and Wigner applied the newly developed ideas of non-relativistic

quantum mechanics to the dynamics of spontaneous emission and resonance
fluorescence, predicting the exponential law for excited-state decay. This work
already exhibited the self-energy problems, which were to plague quantum elec-
trodynamics for the next 20 years until the development of the renormalization
programme by Schwinger, Feynman, Tomonaga, and Dyson. The observation
of the anomalous magnetic moment of the electron by Kusch, and of radiative
level shifts of atoms by Lamb and Retherford, were the highlights of this era.
The interested reader will find the history of this period very ably described by
Schweber in his magisterial account of QED [5]. This period of research demon-
strated the importance of considering the vacuum as a field which had observable
consequences. In a remarkable development in the late 1940s, triggered by the
observation that colloids were more stable than expected from considerations
of van der Waals interactions, Casimir showed that long-range intermolecular
forces were intrinsically quantum electrodynamic. He linked them to the idea of
zero-point motion of the field and showed that metal plates in vacuum attract as
a consequence of such zero-point motion.

Einstein had continued his study of the basic nature of quantum mechanics
and in 1935 in a remarkable paper with Podolsky and Rosen was able to show how
peculiar quantum correlations were. The ideas in this paper were to explode into
one of the most active parts of modern physics with the development by Bohm
and Bell of concrete predictions of the nature of these correlations; this laid the
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foundations of what was to become the new subject of quantum information
processing.

Optical coherence had been investigated for many years using amplitude inter-
ference: a first-order correlation. Hanbury Brown and Twiss in the 1950s worked
on intensity correlations as a tool in stellar interferometry, and showed how ther-
mal photon detection events were “bunched.” This led to the development of
the theory of photon statistics and photon counting and to the beginnings of
quantum optics as a separate subject. At the same time as ideas of photon statis-
tics were being developed, researchers had begun to investigate coherence in
light–matter interactions. Radio-frequency spectroscopy had already been initi-
ated with atomic beams with the work of Rabi, Ramsey and others. Sensitive
optical pumping probes of light interaction with atoms were developed in the
1950s and 1960s by Kastler, Brossel, Series, Dodd and others.

By the early 1950s, Townes and his group, and Basov and Prokhorov, had
developed molecular microwave sources of radiation: the new masers, based on
precise initial state preparation, population inversion and stimulated emission. Ed
Jaynes in the 1950s played a major role in studies of whether quantization played
a role in maser operation (and this set the stage for much later work on fully
quantized atom–field coupling in what became known as the Jaynes–Cummings
model). Extending the maser idea to the optical regime and the development of
lasers of course revolutionized modern physics and technology.

Glauber, Wolf, Sudarshan, Mandel, Klauder and many others developed a
quantum theory of coherence based on coherent states and photodetection. Coher-
ent states allowed us to describe the behaviour of light in phase space, using the
quasi-probabilities developed much earlier by Wigner and others.

For several years after the development of the laser there were no tuneable
sources: researchers interested in the details of atom–light or molecule–light
interactions had to rely on molecular chance resonances. Nevertheless, this led
to the beginning of the study of coherent interactions and coherent transients
such as photon echoes, self-induced transparency, optical nutation and so on
(well described in the standard monograph by Allen and Eberly). Tuneable lasers
became available in the early 1970s, and the dye laser in particular transformed
precision studies in quantum optics and laser spectroscopy. Resonant interactions,
coherent transients and the like became much more straightforward to study and
led to the beginnings of quantum optics proper as we now understand it: for the
first time we were able to study the dynamics of single atoms interacting with
light in a non-perturbative manner. Stroud and his group initiated studies of reso-
nance fluorescence with the observation of the splitting of resonance fluorescence
spectral lines into component parts by the coherent driving predicted earlier by
Mollow. Mandel, Kimble and others demonstrated how the resonance fluores-
cence light was antibunched, a feature studied by a number of theorists including
Walls, Carmichael, Cohen-Tannoudji, Mandel and Kimble. The observation of

ICTC
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1.2 History 5

antibunching, and the associated (but inequivalent) sub-Poissonian photon
statistics laid the foundation of the study of “non-classical light”. During the
1970s, several experiments explored the nature of photons: their indivisibility
and the build up of interference at the single photon level. Laser cooling rapidly
developed in the 1980s and 1990s and allowed the preparation of states of mat-
ter under precise control. Indeed, this has become a major subject in its own
right and we have taken the decision here to exclude laser cooling from this
text.

Following the development of high-intensity pulses of light from lasers, a
whole set of nonlinear optical phenomena were investigated, starting with the
pioneering work in Ann Arbor by Franken and co-workers. Harmonic generation,
parametric down-conversion and other phenomena were demonstrated. For the
most part, none of this early work on nonlinear optics required field quantization
and quantum optics proper for its description. But there were early signs that
some could well do so: quantum nonlinear optics was really initiated by the study
by Burnham and Weinberg (see Chapter 9) of unusual nonclassical correlations
in down-conversion. In the hands of Mandel and many others, these correlations
in down-conversion became the fundamental tool used to uncover fundamental
insights into quantum optics.

Until the 1980s, essentially all light fields investigated had phase-independent
noise; this changed with the production of squeezed light sources with phase-
sensitive noise. These squeezed light sources enabled us to investigate Heisenberg
uncertainty relations for light fields. Again, parametric down-conversion proved
to be the most effective tool to generate such unusual light fields.

Quantum opticians realized quite early that were atoms to be confined in res-
onators, then atomic radiative transition dynamics could be dramatically changed.
Purcell, in a remarkable paper in 1946 within the context of magnetic resonance,
had already predicted that spontaneous emission rates, previously thought of as
pretty immutable were in fact modified by enclosing the source atom within a
cavity whose mode structure and densities are significantly different from those
of free space. Putting atoms within resonators or close to mirrors became possi-
ble at the end of the 1960s. By the 1980s the theorists’ dream of studying single
atoms interacting with single modes of the electromagnetic field became possi-
ble. At this point the transition dynamics becomes wholly reversible, as the atom
coherently exchanges excitation with the field, until coherence is eventually lost
through a dissipative “decoherence” process. This dream is called the Jaynes–
Cummings model after its proposers and forms a basic building block of quantum
optics (and is discussed in detail in this book).

New fundamental concepts in information processing, leading to quantum
cryptography and quantum computation, have been developed in recent years by
Feynman, Benioff, Deutsch, Jozsa, Bennett, Ekert and others. Instead of using
classical bits that can represent either the values 0 or 1, the basic unit of a
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quantum computer is a quantum mechanical two-level system (qubit) that can
exist in coherent superpositions of the logical values 0 and 1. A set of n qubits
can then be in a superposition of up to 2n different states, each representing a
binary number. Were we able to control and manipulate say 1500 qubits, we could
access more states than there are particles in the visible universe. Computations
are implemented by unitary transformations, which act on all states of a super-
position simultaneously. Quantum gates form the basic units from which these
unitary transformations are built up. In related developments, absolutely secure
encryption can be guaranteed by using quantum sources of light.

The use of the quantum mechanical superpositions and entanglement results
in a high degree of parallelism, which can increase the speed of computation
exponentially. A number of problems which cannot feasibly be tackled on a
classical computer can be solved efficiently on a quantum computer. In 1994
a quantum algorithm was discovered by Peter Shor that allows the solution of
a practically important problem, namely factorization, with such an exponential
increase of speed. Subsequently, possible experimental realizations of a quan-
tum computer have been proposed, for example in linear ion traps and nuclear
magnetic resonance schemes. Presently we are at a stage where quantum gates
have been demonstrated in these two implementations. Quantum computation
is closely related to quantum cryptography and quantum communication. Basic
experiments demonstrating the in-principle possibility of these ideas have been
carried out in various laboratories.

The linear ion trap is one of the most promising systems for quantum compu-
tation and is one we study in this book in detail. The quantum state preparation
(laser cooling and optical pumping) in this system is a well-established tech-
nique, as is the state measurement by electron shelving and fluorescence. Singly
charged ions of an atom such as calcium or beryllium are trapped and laser cooled
to micro-Kelvin temperatures, where they form a string lying along the axis of
a linear radio-frequency (r.f.) Paul trap. The internal state of any one ion can be
exchanged with the quantum state of motion of the whole string. This can be
achieved by illuminating the ion with a pulse of laser radiation at a frequency
tuned below the ion’s internal resonance by the vibrational frequency of one of
the normal modes of oscillation of the string. This couples single phonons into
and out of the vibrational mode. The motional state can then be coupled to the
internal state of another ion by directing the laser onto the second ion and apply-
ing a similar laser pulse. In this way general transformations of the quantum
state of all the ions can be generated. The ion trap has several features to rec-
ommend it. It can achieve processing on quantum bits without the need for any
new technological breakthroughs, such as micro-fabrication techniques or new
cooling methods. The state of any ion can be measured and re-prepared many
times without problem, which is an important feature for implementing quantum
error correction protocols.
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Trapped atoms or ions can be strongly coupled to an electromagnetic field
mode in a cavity, which permits the powerful combination of quantum process-
ing and long-distance quantum communication. This suggests ways in which
we may construct quantum memories. These systems can in principle realize a
quantum processor larger than any which could be thoroughly simulated by clas-
sical computing but the decoherence generated by dephasing and spontaneous
emission is a formidable obstacle.

Entangled states are the key ingredient for certain forms of quantum cryp-
tography and for quantum teleportation. Entanglement is also responsible for
the power of quantum computing, which, under ideal conditions, can accom-
plish certain tasks exponentially faster than any classical computer. A deeper
understanding of the role of quantum entanglement in quantum information
theory will allow us to improve existing applications and to develop new methods
of quantum information manipulation. These are all described in later chapters.

What then is the future of quantum optics? It underpins a great deal of laser
science and novel atomic physics. It may even be the vehicle by which we can
realize a whole new technology whereby quantum mechanics permits the pro-
cessing and transmission of information in wholly novel ways. But of course,
whatever we may predict now to emerge will be confounded by the unexpected:
the field remains an adventure repeatedly throwing up the unexpected.

1.3 The contents of this book

The layout of this book is as follows. In Chapter 2, we show how the electromag-
netic field can be quantized in terms of harmonic oscillators representing modes
of the electromagnetic field, with states describing how many excitations (pho-
tons) are present in each normal mode. In Chapter 3 we introduce the coherent
states, superposition states carrying phase information. In Chapter 4 we describe
how light and matter interact. Chapter 5 quantifies our notions of coherence in
terms of optical field correlation functions. Chapter 6 introduces simple optical
elements such as beam splitters and interferometers, which manipulate the states
of light. Chapter 7 describes those nonclassical states whose basic properties
are dictated by their fundamental quantum nature. Spontaneous emission and
decay in an open environment are discussed in Chapter 8. Chapter 9 describes
how quantum optical sources of radiation can be used to provide tests of funda-
mental quantum mechanics, including tests of nonlocality and Bell inequalities.
Chapter 10 discusses how atoms confined in cavities and trapped laser-cooled
ions can be used to study basic interaction phenomena. Chapter 11 applies what
we have learnt to the newly emerging problems of quantum information process-
ing. Appendices set out some mathematical ideas needed within the main body of
the text. Throughout we have tried to illustrate the ideas we have been developing
through homework problems.
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Chapter 2
Field quantization

In this chapter we present a discussion of the quantization of the electromagnetic
field and discuss some of its properties with particular regard to the interpreta-
tion of the photon as an elementary excitation of a normal mode of the field.
We start with the case of a single-mode field confined by conducting walls in
a one-dimensional cavity and later generalize to multimode fields in free space.
The photon number states are introduced and we discuss the fluctuations of
the field observables with respect to these states. Finally, we discuss the prob-
lem of the quantum description of the phase of the quantized electromagnetic
field.

2.1 Quantization of a single-mode field

We begin with the rather simple but very important case of a radiation field
confined to a one-dimensional cavity along the z-axis with perfectly conducting
walls at z = 0 and z = L as shown in Fig. 2.1.

The electric field must vanish on the boundaries and will take the form of a
standing wave. We assume there are no sources of radiation, i.e. no currents or
charges nor any dielectric media in the cavity. The field is assumed to be polarized
along the x-direction, E(r, t) = ex Ex (z, t), where ex is a unit polarization vector.
Maxwell’s equations without sources are, in SI units,

∇ × E = ∂B

∂t
(2.1)

∇ × B = µ0ε0
∂E

∂t
(2.2)

∇ · B = 0 (2.3)

∇ · E = 0. (2.4)

A single-mode field satisfying Maxwell’s equations and the boundary conditions
is given by

Ex (z, t) =
(

2ω2

V ε0

)1/2

q(t) sin(kz) (2.5)

10
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x

y

z

L

Fig. 2.1. Cavity with
perfectly conducting walls
located at z = 0 and z = L.
The electric field is
polarized along the
x-direction.

where ω is the frequency of the mode and k is the wave number related to the fre-
quency according to k = ω/c . The boundary condition at z = L yields the allowed
frequencies ωm = c(m π/L), m = 1, 2, . . . We assume that ω in Eq. (2.5)
is one of these frequencies and ignore the rest for now. V in Eq. (2.5) is the
effective volume of the cavity and q(t) is a time-dependent factor having the
dimension of length. As we shall see, q(t) will act as a canonical position. The
magnetic field in the cavity, from Eq. (2.5) and Eq. (2.2) is B(r, t) = ey By(z, t)
where

By (z, t) =
(µ0ε0

k

) (
2ω2

V ε0

)1/2

q̇ (t) cos (kz) . (2.6)

Here, q̇(t) will play the role of a canonical momentum for a “particle” of unit
mass, i.e. p(t) = q̇(t).

The classical field energy, or Hamiltonian H, of the single-mode field is given
by

H = 1

2

∫
dV

[
ε0E2(r, t) + 1

µ0
B2(r, t)

]
(2.7)

= 1

2

∫
dV

[
ε0 E2

x (z, t) + 1

µ0
B2

y (z, t)

]
.

From Eqs. (2.5) and (2.6) it is straightforward to show (and is left as an exercise)
that

H = 1

2
(p2 + ω2q2), (2.8)

from which it is apparent that a single-mode field is formally equivalent to a
harmonic oscillator of unit mass, where the electric and magnetic fields, apart
from some scale factors, play the roles of canonical position and momentum.

Every elementary textbook on quantum mechanics discusses the quantization
of the one-dimensional harmonic oscillator. Here we take the approach that having
identified the canonical variables q and p for the classical system, we simply use
the correspondence rule to replace them by their operator equivalents q̂ and
p̂ where operators will be distinguished from c-numbers by the caret. These
operators must satisfy the canonical commutation relation

[q̂, p̂] = i h Î . (2.9)
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Henceforth we follow custom and drop the identity operator Î and write
[q̂, p̂] = i h. Then the electric and magnetic fields of the single mode become the
operators

Ê x (z, t) =
(

2ω2

V ε0

)1/2

q̂(t) sin(kz), (2.10)

and

B̂ y(z, t) =
(

µ0ε0

k

) (
2ω2

V ε0

)1/2

p̂(t) cos(kz), (2.11)

respectively. The Hamiltonian becomes

Ĥ = 1

2
( p̂2 + ω2q̂2). (2.12)

The operators q̂ and p̂ are Hermitian and therefore correspond to observable
quantities. However, it is convenient, and traditional, to introduce the non-
Hermitian (and therefore non-observable) annihilation (â) and creation (â†) oper-
ators through the combinations

â = (2 hω)−1/2 (ωq̂ + ip̂) (2.13)

â† = (2 hω)−1/2 (ωq̂ − ip̂) . (2.14)

The electric and magnetic field operators then become, respectively,

Êx (z, t) = E0(â + â†) sin(kz), (2.15)

B̂y(z, t) = B0
1

i
(â − â†) cos(kz), (2.16)

where E0 = ( hω/ε0V )1/2 and B0 = (µ0/k) (ε0 hω3/V )1/2 represent respectively
the electric and magnetic fields “per photon”. The quotation marks indicate that
this is not exactly correct since, as we shall show, the average of these fields for a
definite number of photons is zero. Nevertheless, they are useful measures of the
fluctuations of the quantized field. Operators â and â† satisfy the commutation
relation

[â, â†] = 1 (2.17)

and, as a result, the Hamiltonian operator takes the form

Ĥ = hω

(
â†â + 1

2

)
. (2.18)

So far, we have said nothing of the time dependence of the operators â and
â†. For an arbitrary operator Ô having no explicit time dependence, Heisenberg’s
equation reads

d Ô

dt
= i

h
[Ĥ , Ô]. (2.19)
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For the annihilation operator â this becomes

dâ

dt
= i

h
[Ĥ , â]

= i

h

[
hω

(
â†â + 1

2

)
, â

]
(2.20)

= iω(â†ââ − ââ†â)

= iω[â, â†]â = −iω â,

which has the solution

â(t) = â (0) e−iωt . (2.21)

By the same method, or simply by taking the Hermitian conjugate of Eq. (2.21),
we have

â†(t) = â†(0)eiωt . (2.22)

An alternate way of obtaining these solutions is to write the formal solution
to Eq. (2.19) in the form

Ô(t) = e i Ĥ t/h Ô(0)e−i Ĥ t/h (2.23)

and then to use the Baker–Hausdorf lemma [1] to obtain

Ô(t) = Ô(0) + i t

h
[Ĥ , Ô (0)]

+ 1

2!

(
i t

h

)2

[Ĥ , [Ĥ , Ô (0)]] + · · ·

+ 1

n!

(
i t

h

)n

[Ĥ , [Ĥ , [Ĥ , . . . [Ĥ , Ô(0)]]]] + · · · (2.24)

For the operator â this results in

â(t) = â(0)

[
1 − iω t − ω2t2

2!
+ i

ω3t3

3!
+ · · ·

]
(2.25)

= â(0)e−iω t .

The use of this method of solution may seem analogous to the use of a sledge-
hammer to crack a nut but will turn out to be quite useful later when we take up
cases involving nonlinear interactions.

The operator product â†â has a special significance and is called the number
operator, which we denote as n̂. We let |n〉 denote an energy eigenstate of the
single mode field with the energy eigenvalue En such that

Ĥ |n〉 = hω

(
â†â + 1

2

)
|n〉 = En|n〉. (2.26)

If we multiply Eq. (2.26) by â† then we can generate a new eigenvalue equation

hω

(
â†ââ + 1

2
â†

)
|n〉 = Enâ†|n〉. (2.27)
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Using the commutation relations of Eq. (2.17) we can rewrite this as

hω

[
(â†â − â†) + 1

2
â

]
|n〉 = Enâ†|n〉, (2.28)

or

hω

(
â†â + 1

2

)
(â†|n〉) = (En + hω)(â†|n〉), (2.29)

which is the eigenvalue problem for the eigenstate (â|n〉) with the energy eigen-
value En + hω. It should be clear now why â† is called the creation operator:
it creates a “quantum” of energy hω. One could also say, rather loosely, that a
“photon” of energy hω is created by â†. Similarly, if we multiply Eq. (2.26) by
the operator â and use the commutation relation we obtain

Ĥ (â |n〉) = (En − hω) (â |n〉) (2.30)

where it is evident that the operator â destroys or annihilates one quantum of
energy or one photon, the eigenstate (â|n〉) possessing the energy eigenvalue
En − hω. Evidently, repeating the procedure on Eq. (2.30) will result in the
lowering of the energy eigenvalue by integer multiples of hω. But the energy of
the harmonic oscillator must always be positive so there must be a lowest-energy
eigenvalue, E0 > 0, with the corresponding eigenstate |0〉 such that

Ĥ (â |0〉) = (E0 − hω) (â |0〉) = 0 (2.31)

because

â |0〉 = 0. (2.32)

Thus, the eigenvalue problem for the ground state is

Ĥ |0〉 = hω

(
â†â + 1

2

)
|0〉 = 1

2
hω|0〉 (2.33)

so that the lowest-energy eigenvalue is the so-called zero-point energy hω/2.
Since En+1 = En + hω, the energy eigenvalues are

En = hω

(
n + 1

2

)
, n = 0, 1, 2, . . . (2.34)

(These energy levels are pictured, against the harmonic oscillator potential, in
Fig. 2.2.)

Thus for the number operator n̂ = â†â we have

n̂ |n〉 = n |n〉 . (2.35)

These number states must be normalized according to 〈n|n〉 = 1. For the state
â|n〉 we have

â |n〉 = cn|n − 1〉 , (2.36)

where cn is a constant to be determined. Then the inner product of â|n〉
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Fig. 2.2. The energy
levels of a harmonic
oscillator of frequency ω.

with itself is

(〈n| â†) (â |n〉) = 〈n| â†â |n〉 = n
(2.37)

= 〈n − 1| c∗
ncn |n − 1〉 = ∣∣c2

n

∣∣ ,
and thus |c2

n| = n so we can take cn = √
n. Thus

â |n〉 = √
n |n − 1〉 . (2.38)

Similarly we can show that

â† |n〉 = √
n + 1 |n + 1〉 . (2.39)

From this last result it is straightforward to show that the number states |n〉 may
be generated from the ground state |0〉 by the repeated action of the creation
operator â:

|n〉 = (â†)n

√
n!

|0〉 . (2.40)

Because Ĥ and n̂ are Hermitian operators, states of different number are orthog-
onal, i.e. 〈n′|n〉 = δnn′ and furthermore, the number states form a complete set,
i.e.

∞∑
n=0

|n〉 〈n| = 1. (2.41)

The only nonvanishing matrix elements of the annihilation and creation operators
are

〈n − 1| â |n〉 = √
n 〈n − 1|n − 1〉 = √

n (2.42)

〈n + 1| â |n〉 = √
n + 1 〈n + 1|n + 1〉 = √

n + 1 . (2.43)

2.2 Quantum fluctuations of a single-mode field

The number state |n〉 is a state of well-defined energy but it is not a state of
well-defined electric field since

〈n|Ê x (z, t) |n〉 = E0 sin(kz) [〈n| â |n〉 + 〈n| â† |n〉] = 0, (2.44)
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i.e. the mean field is zero. But the mean of the square of this field, which contributes
to the energy density, is not zero:

〈n| Ê2
x (z, t) |n〉 = E2

0 sin2(kz) 〈n| â†2 + â2 + â†â + ââ† |n〉
= E2

0 sin2(kz) 〈n| â†2 + â2 + 2â†â + 1 |n〉 (2.45)

= 2E2
0 sin2(kz)

(
n + 1

2

)
.

The fluctuations in the electric field may be characterized by the variance

〈(�Êx (z, t))2〉 =
〈
Ê2

x (z, t)
〉
− 〈Êx (z, t)〉2 (2.46)

or by the standard deviation �Ex = 〈(�Ex (z, t))2〉1/2, which is sometimes
referred to as the uncertainty of the field. For the number state |n〉 we have

�Ex =
√

2E0 sin(kz)

(
n + 1

2

)1/2

. (2.47)

Note that even when n = 0, the field has fluctuations, the so-called vacuum
fluctuations. Now the number states |n〉 are taken to represent a state of the field
containing n photons. Yet as we have seen, the average field is zero. This is all
in accordance with the uncertainty principle because the number operator n̂ does
not commute with the electric field:

[n̂, Êx ] = E0 sin(kz) (â† − â). (2.48)

Thus n̂ and Ê x are complementary quantities for which their respective uncer-
tainties obey the inequality∗

�n�Ex ≥ 1

2
E0| sin(kz)||〈â† − â〉|. (2.49)

For a number state |n〉, the right-hand side vanishes but �n = 0 as well. If the
field were accurately known, then the number of photons would be uncertain.
There is a connection here to the notion of the phase of the electric field. In
classical physics, the amplitude and phase of a field can be simultaneously well
defined. This is not so in quantum mechanics. In fact, the history of the concept
of a quantum phase operator is long and contentious and we shall deal with this
issue at length later. For now, we simply take a heuristic point of view for which
the phase is in some sense complementary to number much in the way that time
is complementary to energy. By analogy to the time–energy uncertainty relation
there should be a number–phase uncertainty relation of the form

�n �φ ≥ 1. (2.50)

From this, one could argue that for a well-defined (accurately known) phase
the photon number is uncertain, whereas for a well-defined photon number, the
phase is uncertain and, in fact, the phase is randomly distributed over the range

* Recall that for operators Â and B̂ satisfying [ Â, B̂] = Ĉ, �A �B ≥ 1
2 |〈Ĉ〉.
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0 < φ < 2π . We shall examine the issue of the quantum phase in more detail in
Section 2.7.

2.3 Quadrature operators for a single-mode field

When we explicitly include the time dependence of the electric field operator we
have

Ê x = E0(âe−iωt + â†eiωt ) sin(kz) (2.51)

where â(0) ≡ â and â†(0) ≡ â†. We now introduce the so-called quadrature
operators

X̂ 1 = 1

2
(â + â†) (2.52)

X̂ 2 = 1

2i
(â − â†) (2.53)

in terms of which the field operator may be recast as

Ê x (t) = 2E0 sin(kz)[X̂1 cos(ωt) + X̂2 sin(ωt)]. (2.54)

It is evident that X̂1 and X̂2 are associated with field amplitudes oscillating out of
phase with each other by 90◦ (and hence are in quadrature). Note that X̂1 and X̂2

are essentially the position and momentum operators obtainable from Eqs. (2.13)
and (2.14) but scaled to be dimensionless. They satisfy the commutation relation

[X̂ 1, X̂ 2] = i

2
(2.55)

from which it follows that

〈(�X̂ 1)2〉〈(�X̂ 2)2〉 ≥ 1

16
. (2.56)

For the number states, 〈n|X̂1|n〉 = 0 = 〈n|X̂2|n〉 but

〈n|X̂2
1|n〉 = 1

4
〈n|â2 + â†2 + â†â + ââ†|n〉

= 1

4
〈n|â2 + â†2 + 2â†â + 1|n〉 (2.57)

= 1

4
(2n+1)

and similarly

〈n|X̂2
2|n〉 = 1

4
(2n+ 1) . (2.58)

Thus for a number state, the uncertainties in both quadratures are the same and
furthermore the vacuum state (n = 0) minimizes the uncertainty product since〈

(�X̂ 1)2
〉
vac

= 1

4
=

〈
(�X̂ 2)2

〉
vac

. (2.59)



18 Field quantization

Before moving on to multimode fields, we want to stress that the quanta of the
single-mode cavity field are the excitations of energy in discrete amounts of hω.
These quanta, universally referred to as photons, are not localized particles (in
field theory, there is no position operator for photons) but rather are spread out
over the entire mode volume. This is in sharp contrast to the view of photons as
“corpuscles” of light as in the old quantum theory.

2.4 Multimode fields

The results for the single-mode field confined to a cavity can be generalized to
multimode radiation fields. We shall consider these fields to be in free space
where it is assumed that there are no sources of radiation and no charges so that
Eqs. (2.1–2.4) still hold. The electric and magnetic radiation fields may be given
in terms of the vector potential A(r, t), which satisfies the wave equation

∇2A − 1

c2

∂2A

∂t2
= 0 (2.60)

and the Coulomb gauge condition

∇ · A (r, t) = 0 (2.61)

where

E (r, t) = −∂A (r, t)

∂t
(2.62)

and

B (r, t) = ∇ × A (r, t) . (2.63)

The reason for this choice of gauge will be explained in Chapter 4.
We now imagine that free space can be modeled as a cubic cavity of side

length L with perfectly reflecting walls. The idea here is that L should be very
large compared with the dimensions of anything inside the cube with which the
radiation could interact (e.g. atoms). We also assume that L is much larger than
the wavelengths of the field. All physical results obtained from such a model
should be independent of the size of the cavity as, after all calculations are done,
we take L → ∞.

The purpose of the cubical cavity is to allow us to impose periodic boundary
conditions on the faces of the cube. For example, in the x-direction we shall
require that plane waves satisfy the condition

eikx x = eikx (x+L) (2.64)

from which it follows that

kx =
(

2π

L

)
mx , mx = 0, ±1, ±2, . . . (2.65)
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Similarly for the y- and z-directions we have

ky =
(

2π

L

)
my, my = 0, ±1, ±2, . . . (2.66)

kz =
(

2π

L

)
mz, mz = 0, ±1, ±2, . . . (2.67)

The wave vector is then

k = 2π

L
(mx , my, mz) (2.68)

and its magnitude is related to the frequency ωk according to k = ωk/c. A set of
integers (mx , my, mz) specifies a normal mode of the field (apart from polariza-
tion), the number of modes being infinite but denumerable. This is mathematically
simpler than dealing with the continuum of modes in free space. The total number
of modes in the intervals �mx , �my, �mz is

�m = �mx�my�mz = 2

(
L

2π

)3

�kx�ky�kz, (2.69)

where the factor of 2 takes into account the two independent polarizations. In
a quasi-continuous limit, wherein we assume that wavelengths are small com-
pared to L, we shall have waves densely packed in k-space and may therefore
approximate �m by the differential

dm = 2

(
V

8π 3

)
dkx dkydkz (2.70)

where we have set V = L3. In k-space spherical polar coordinates

k = k (sin θ cos φ, sin θ sin φ, cos θ ) (2.71)

and we have

dm = 2

(
V

8π 3

)
k2dkd	 (2.72)

where d	 = sin θdθdφ is the element of solid angle around the direction of k.
By using the relation k = ωk/c we can transform Eq. (2.72) into

dm = 2

(
V

8π3

)
ω2k

c3
dωkd	. (2.73)

Integrating Eq. (2.72) over the solid angle gives us:

the numbers of modes
in all directions
in the range k to
k + dk




= V
k2

π 2
dk = Vρkdk (2.74)
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where ρkdk is the mode density (number of modes per unit volume) and obviously
ρk = k2/π2. Integrating Eq. (2.73) in the same fashion yields:

the numbers of modes
in all directions
in the range ωk to
ωk + dωk




= V
ω2

k

π2c3
dωk ≡ Vρ (ωk) dωk (2.75)

where ρ(ωk)dωk is also the mode density with ρ(ωk) = ω2
k/(π2c3).

The vector potential can be expressed as a superposition of plane waves in the
form

A(r, t) =
∑
k,s

eks

[
Aks(t)eik·r + A∗

ks (t) e−ik·r] (2.76)

where Aks is the complex amplitude of the field and where eks is a real polarization
vector. The sum over k simply means the sum over the set of integers (mx , my, mz)
and the sum over s is the sum over the two independent polarizations. These
polarizations must be orthogonal

eks · eks′ = δss′ (2.77)

and from the gauge condition of Eq. (2.66) must satisfy

k · eks = 0, (2.78)

known as the transversality condition. The Coulomb gauge is sometimes known
as the transverse gauge wherein the polarization is orthogonal to the propagation
direction. The polarization vectors ek1 and ek2 form a right-handed system such
that

ek1 × ek2 = k

|k| = �. (2.79)

In free space, the sum in Eq. (2.76) is replaced by the integral:∑
k

→ V

π2

∫
k2dk. (2.80)

Now from Eqs. (2.60) and (2.61) we obtain for the complex amplitudes Ak,s(t)
the harmonic oscillator equation

d2 Aks

dt2
+ ω2

k Aks = 0 (2.81)

where ωk = ck. The solution is

Aks(t) = Akse−iωk t (2.82)

where we have set Aks(0) ≡ Aks . From Eqs. (2.62) and (2.63), the electric and
magnetic fields respectively are

E (r, t) = i
∑
k,s

ωkeks

[
Aksei(k·r−ωk t) − A∗

kse−i(k·r−ωk t)
]
, (2.83)

B (r, t) = i

c

∑
k,s

ωk (� × êks)
[
Aksei(k·r−ωk t) − A∗

kse−i(k·r−ωk t)
]
. (2.84)



2.4 Multimode fields 21

The energy of the field is given by

H = 1

2

∫
V

(
ε0E · E + 1

µ0
B · B

)
dV . (2.85)

The periodic boundary condition results in
L∫

0

e±ikx x dx =
{

L kx = 0

0 kx 
= 0
(2.86)

with similar results for the y- and z-directions. These may collectively be written
as ∫

V

e± i(k−k′)·rdV = δkk′ V . (2.87)

From this we find that the contribution to H from the electric field is
1

2

∫
V

E0E · EdV = ε0V
∑

ks

ω2
k

Aks(t)A∗
ks(t) − R (2.88)

where

R = 1

2
ε0V

∑
kss′

ω2
k
eks · ê−ks′ [Aks(t)A−ks′ (t) + A∗

ks(t)A∗
−ks′ (t)]. (2.89)

To obtain the magnetic contribution we need the vector identity

(A × B) · (C × D) = (A · C) (B · D) − (A · D) (B · C) (2.90)

from which we obtain

(k × eks) · (k × eks′ ) = δss′ (2.91)

(k × eks) · (−k × e−ks′ ) = −eks · e−ks′ . (2.92)

Using these results we have
1

2

∫
1

µ0
B · BdV = ε0V

∑
ks

ω2
k Aks(t)A∗

ks(t) + R. (2.93)

Thus adding Eqs. (2.88) and (2.93) we obtain the field energy

H = 2ε0V
∑

ks

ω2
k Aks(t)A∗

ks(t) (2.94)

= 2ε0V
∑

ks

ω2
k Aks A∗

ks (2.95)

where we have used Eq. (2.82).
The energy of Eq. (2.95) has a very simple form in terms of the amplitudes

Aks . In order to quantize the field, the canonical variables pks and qks must be
introduced. We set

Aks = 1

2ωk(ε0V )1/2
[ωkqks + i pks] , (2.96)

A∗
ks = 1

2ωk(ε0V )1/2
[ωkqks − i pks] , (2.97)
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such that upon substitution into Eq. (2.95) we obtain

H = 1

2

∑
ks

(
p2

ks + ω2
k q2

ks

)
, (2.98)

each term of which is the energy of a simple harmonic oscillator of unit mass.
The quantization of the field proceeds by demanding that the canonical variables
become operators satisfying the commutation relations

[q̂ks, q̂k′s′ ] = 0 = [ p̂ks, p̂k′s′ ] (2.99)

[q̂ks, p̂k′s′ ] = i hδkk′δss′ . (2.100)

As for the single-mode field, annihilation and creation operators may be defined
as

âks = 1

(2 hωk)1/2
[ωk q̂ks + ip̂ks] , (2.101)

â†
ks = 1

(2 hωk)1/2
[ωk q̂ks − ip̂ks] , (2.102)

which satisfy

[âks, âk′s′ ] = 0 =
[
â†

ks, â†
k′s′

]
(2.103)[

âks, â†
k′s′

]
= δkk′δss′ . (2.104)

The energy of the field becomes the Hamiltonian operator

Ĥ =
∑

ks

hωk

(
â†

ks âks + 1

2

)
(2.105)

=
∑

ks

hωk

(
n̂ks + 1

2

)
, (2.106)

where

n̂ks = â†
ks âks (2.107)

is the number operator for the mode ks. Each of these modes, being independent
of all the others, has an associated set of number eigenstates |nks〉. For the jth
mode, let âk j s j ≡ â j , â†

k j s j
≡ â j and n̂k j s j ≡ n̂ j . The Hamiltonian for the field is

then

Ĥ =
∑

j

hω j

(
n̂ j + 1

2

)
(2.108)

and a multimode photon number state is just a product of the number states of all
the modes which we write as

|n1〉 |n2〉 |n3〉 . . . ≡ |n1, n2, n3 . . .〉
= |{n j }〉.

(2.109)

This is an eigenstate of Ĥ such that

Ĥ |{n j }〉 = E |{n j }〉 (2.110)
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where the eigenvalue E is

E =
∑

j

hω j

(
n j + 1

2

)
. (2.111)

Of course, these number states are orthogonal according to

〈n1, n2, . . . | n′
1, n′

2, . . .〉 = δn1n′
1δn2n′

2 . . . (2.112)

The action of the annihilation operator of the jth mode on the multimode number
state is

â j |n1, n2, . . . n j , . . .〉 = √
n j |n1, n2, . . . n j − 1, . . .〉. (2.113)

Similarly, for the creation operator

â†
j |n1, n2, . . . n j , . . .〉 = √

n j + 1 |n1, n2, . . . n j + 1, . . .〉. (2.114)

The multimode vacuum state is denoted

|{0}〉 = |01, 02, . . . 0 j , . . .〉 (2.115)

for which

â j |{0}〉 = 0 (2.116)

for all j. All the number states can be generated from the vacuum according to

|{n j }〉 =
∏

j

(
â†

j

)n j

√
n j !

|{0}〉 . (2.117)

Upon quantization of the field, the amplitudes Aks become operators which,
from Eqs. (2.98) and (2.101), have the form

Âks =
(

h

2ωkε0V

) 1
2

âks (2.118)

and thus the quantized vector potential has the form

Â (r, t) =
∑

ks

(
h

2ωkε0V

) 1
2

eks

[
âksei(k·r−ωk t) + â†

kse−i(k·r−ωk t)
]
. (2.119)

The electric field operator is then

Ê (r, t) = i
∑

ks

(
hωk

2ε0V

) 1
2

eks

[
âksei(k·r−ωk t) − â†

kse−i(k·r−ωk t)
]

(2.120)

while the magnetic field operator is

B̂ (r, t) = i

c

∑
ks

(κ × eks)

(
hωk

2ε0V

) 1
2

eks

[
âksei(k·r−ωk t) − â†

kse−i(k·r−ωk t)
]
, (2.121)

where � = k/|k|. The annihilation and creation operators appearing in Eqs.
(2.119–2.121) are to be understood as Heisenberg picture operators evaluated
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at time t = 0. As in the single-mode case, the time-dependent annihilation
operator for a free field is given by

âks(t) = âks(0)e−iωk t . (2.122)

Thus the electric field, for instance, can be written as

Ê (r, t) = i
∑

ks

(
hωk

2ε0V

) 1
2

eks

(
âks(t)eik·r − â†

ks(t)e−ik·r
)
. (2.123)

Sometimes this field is written as

Ê (r, t) = Ê(+) (r, t) + Ê(−) (r, t) (2.124)

where

Ê(+)(r, t) = i
∑

ks

(
hωk

2ε0V

) 1
2

eks âks(t)eik·r (2.125)

and where

Ê(−)(r, t) =
[
Ê(+) (r, t)

]†
. (2.126)

Ê(+) is called the positive frequency part of the field as it contains all terms that
oscillate as e−iωt for ω > 0, while Ê(−) is called the negative frequency part.
The former is essentially a collective annihilation operator while the latter is a
collective creation operator. Similar expressions can be written for the magnetic
field and for the vector potential.

In most quantum optical situations, the coupling of the field to matter is through
the electric field interacting with a dipole moment or through some nonlinear
type of interaction involving powers of the electric field. Thus we shall be mostly
interested in the electric field throughout the rest of the book. Furthermore, note
that the magnetic field is “weaker” than the electric field by a factor of 1/c. The
field couples to the spin magnetic moment of the electrons and this interaction is
negligible for essentially all the aspects of quantum optics that we are concerned
with.

For a single-mode plane wave field the electric field is

Ê (r, t) = i

(
hω

2ε0V

) 1
2

ex [âeik·r−iωt − â†e−ik·r+iωt ]. (2.127)

In much of quantum optics, the spatial variation of the field over the dimensions
of the atomic system may be negligible. For optical radiation, λ is on the order
of several thousand ångströms so that

λ

2π
= 1

|k| � |ratom| , (2.128)

where |ratom| is a length characteristic of the size of an atom. Under this condition

e± ik·r ≈ 1 ± ik · r (2.129)
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and we can replace the exponential by unity to obtain

Ê (r, t) ≈ Ê(t)
(2.130)

= i

(
hω

2ε0V

) 1
2

ex [âe−iω t − â†eiω t ].

This approximation, which will be discussed again in Chapter 4, is called the
“dipole” approximation.

2.5 Thermal fields

As is well known, quantum theory originated with Planck’s discovery of the
radiation law that now bears his name. We refer, of course, to the law describing
the radiation emitted by an ideal object known as a black body – a perfect emitter
and absorber of radiation. A black body can be modeled as a cavity (or actually
a small hole in the cavity) containing radiation at thermal equilibrium with its
walls. The radiation is thus coupled to a heat bath and so is not, unlike in the
preceding sections of this chapter, a truly free field. But assuming the coupling is
weak, we can, according to the theory of statistical mechanics, treat the field as
if it were an isolated system that can be described as a microcanical ensemble.

We consider then, for the moment, a single-mode field in thermal equilibrium
with the walls of a cavity at temperature T. According to statistical mechanics,
the probability Pn that the mode is thermally excited in the nth level is

Pn = exp(−En/kBT )∑
n

exp(−En/kBT )
(2.131)

where the En are given in Eq. (2.131) and where kB is the Boltzmann constant
(kB = 1.38 × 10−23J/K). We introduce here the density operator (whose general
properties are described in Appendix A) for the thermal field:

ρ̂Th = exp(−Ĥ/kBT )

Tr[exp(−Ĥ/kBT )]
(2.132)

where Ĥ = hω(â†â + 1
2 ) and where

Tr[exp(−Ĥ/kBT )] =
∞∑

n=0

〈n| exp(−Ĥ/kBT ) |n〉
(2.133)

=
∞∑

n=0

exp(−En/kBT ) ≡ Z

is the partition function. With En = hω(n + 1
2 )

Z = exp(− hω/2kBT )
∞∑

n=0

exp(− hωn/kBT ). (2.134)
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Since exp(−hω/kBT ) < 1, the sum is a geometric series and thus
∞∑

n=0

exp(− hωn/kBT ) = 1

1 − exp(− hω/kBT )
(2.135)

so that

Z = exp(− hω/2kBT )

1 − exp(− hω/kBT )
. (2.136)

Evidently

Pn = 〈n |ρ̂Th| n〉 = 1

Z
exp(−En/kBT ). (2.137)

Also note the density operator itself can be written as

ρ̂Th =
∞∑

n′=0

∞∑
n=0

|n′〉〈n′|ρ̂Th |n〉 〈n|

= 1

Z

∞∑
n=0

exp(−En/kBT ) |n〉 〈n| (2.138)

=
∞∑

n=0

Pn |n〉 〈n| .

The average photon number of the thermal field is calculated as

n̄ = 〈n̂〉 = Tr (n̂ρ̂Th) =
∞∑

n=0

〈n |n̂ρ̂Th| n〉
(2.139)

=
∞∑

n=0

n Pn = exp(− hω/2kBT )
1

Z

∞∑
n=0

n exp(− hωn/kBT ).

Noting that with x = hω/kBT , we have
∞∑

n=0

ne−nx = − d

dx

∞∑
n=0

e−nx

= − d

dx

(
1

1 − e−x

)
(2.140)

= e−x

(1 − e−x )2 .

Thus we have

n̄ = exp(− hω/kBT )

1 − exp(− hω/kBT )
(2.141)

= 1

exp( hω/kBT ) − 1
.

Evidently

n̄ ≈




kBT

hω
(kBT � hω)

hω

kBT
(kBT � hω)

. (2.142)



2.5 Thermal fields 27

At room temperatures, the average number of photons at optical frequencies is
very small (on the order of 10−40) . At the surface temperature of the sun (6000 K)
and at the frequency of yellow light (6 × 1014 Hz, λ = 500 nm) the average pho-
ton number is about 10−2. On the other hand, the average photon number rapidly
increases with increasing wavelength. Again at room temperature, n̄ � 1 for λ in
the range λ =10–100 µm. In the microwave part of the spectrum, n̄ � 1.

From Eq. (2.141) it follows that

exp(− hω/kBT ) = n̄

1 + n̄
(2.143)

and from Eqs. (2.137) and (2.138) it follows that ρ̂Th can be written in terms of
n̄ as

ρ̂Th = 1

1 + n̄

∞∑
n=0

(
n̄

1 + n̄

)n

|n〉 〈n| . (2.144)

The probability of finding n photons in the field is given in terms of n̄ as

Pn = n̄n

(1 + n̄)n+1 . (2.145)

In Fig. 2.3 we plot Pn versus n for two different values of n̄. It is clear in both
cases that the most probable photon number is the vacuum, Pn decreasing mono-
tonically with n. There is obviously nothing special about Pn for n near or at n̄
(which need not be integer).

The fluctuations in the average photon number are given as

〈(�n)2〉 = 〈n̂2〉 − 〈n̂〉2
. (2.146)

It can be shown, in a manner similar to the derivation of, n̄ that

〈n̂2〉 = Tr
(

n̄2ρ̂Th

)
(2.147)

= n̄ + 2n̄2

so that

〈(�n)2〉 = n̄ + n̄2 (2.148)

from which it is apparent that the fluctuations of n̂ are larger than the average n̄.
The root-mean-square (r.m.s.) deviation is

�n = (n̄ + n̄2)1/2 (2.149)

which for n̄ � 1 is approximately

�n ≈ n̄ + 1

2
. (2.150)

The relative uncertainty is given by the ratio �n/n̄, which is approximately 1
for n̄ � 1 and is approximately 1/

√
n̄ for n̄ � 1. Obviously, �n/n̄ → ∞ as

n̄ → 0.
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The average energy of the photons in the cavity is hω n̄. Planck’s radiation
law is obtained by multiplying the average energy of the photons by the density
of modes per unit interval in ω in a unit volume, ρ(ω) = ω2/π2c3 (where the two
independent polarization directions have been taken into account), to obtain the
average energy density per unit interval in ω as

Ū (ω) = hω n̄ρ(ω)
(2.151)

= hω3

π2c3

1

exp( hω/kBT ) − 1
.

For kBT � hω, this takes the simpler form

Ū (ω) ≈ ω3kBT

π2c3
(kBT � hω) (2.152)

which is known as Rayleigh’s law. This is sometimes called the “classical limit”
obtained from Planck’s law of Eq. (2.150) by setting h → 0. (We note, however,
that setting h to zero is not a well-defined limit: h contains dimensional informa-
tion.) On the other hand, for low temperatures where kBT � hω we obtain

Ū (ω) ≈ hω3

π2c3
exp

(
− hω

kBT

)
(kBT � hω) . (2.153)
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This is Wien’s law. By differentiation, it follows that Ū (ω) has a maximum at

ωmax = 2.8kBT

h
= 2πc

λmax
(2.154)

which is Wien’s displacement law.
The average energy per unit volume is obtained by integrating over all fre-

quencies:

Ū =
∞∫

0

Ū (ω)dω

= h2

π2c3

∞∫
0

ω3

exp( hω/kBT ) − 1
dω (2.155)

= π 2k4
BT 4

15c3 h3
.

This is the Stefan–Boltzmann law.

2.6 Vacuum fluctuations and the zero-point energy

We have seen that the quantized radiation field fluctuates. For a single-mode field
the fluctuations in the electric field strength are given by Eq. (2.47). With the field
mode in the vacuum state |0〉, the r.m.s. fluctuation of the field strength is

�Ex = E0 sin(kz). (2.156)

These vacuum fluctuations and the zero-point energy have a common origin in
the noncommutability of the operators â and â†. The zero-point energy and the
vacuum fluctuations actually present severe problems in quantum field theory. The
most glaring of these comes about as follows: the universe contains an infinite
number of radiation modes, each with a finite zero-point energy, hω/2. The total
zero-point energy (ZPE) of the universe then is

EZPE = h

2

∑
ω

ω → ∞ (2.157)

unless somehow the high-frequency modes are excluded. It is frequently said
that energy differences only are important but this cannot quite be the whole
story because according to general relativity, it is the total energy that counts, not
just energy differences [2]. Other “infinites” appearing in the theory of quantum
electrodynamics have been “swept under the rug” through the renormalization
procedure, but this particular one still sticks out like a sore thumb. In fact, the
vacuum energy and fluctuations actually give rise to observable effects. For exam-
ple, spontaneous emission, which generates most of the visible light around us as
thermal radiation, is a direct result of the vacuum fluctuations as we will show in
Chapter 4. The ZPE gives rise to at least two other effects, one being the Lamb
shift and the other being the Casimir effect.
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The Lamb shift is a discrepancy between experiment and the Dirac relativistic
theory of the hydrogen atom. The theory predicts that the 22S1/2 and 22P1/2 levels
should be degenerate. Early optical work suggested that these states were not
degenerate but separated by about 0.033 cm. By using an elegant combination
of atomic beam and microwave techniques, Lamb and Retherford [3] showed
that the 22S1/2 state has a higher energy than the 22P1/2 state by the equivalent
of about 1000 MHz. In 1947, Bethe [4] explained this splitting as being caused
by the interaction of the bound electron with the ZPE. Here we present a simple
intuitive interpretation originally given by Welton in 1948 [5]. For this calculation
only, we follow the lead of Welton who uses cgs units.

Each mode contains ZPE hν/2, where ν = ω/2π . The number of modes in a
cavity of volume V with frequency between ν and ν + dν is (8π/c3)ν2dν. Thus
the ZPE field energy is(

8π

c3
ν2dνV

)
1

2
hν = 1

8π

∫
V

(
E2

ν + B2
ν

)
dV

(2.158)

= 1

8π
E2

ν V

where Eν is the amplitude of the electric field component of frequency ν. Thus

E2
ν = 32π 2

c3
hν3dν. (2.159)

The electron bound in the hydrogen atom interacts with the fluctuating zero-
point electric field and with the Coulomb potential of the proton −e2/r .
If r represents the electron’s “standard orbit” and �r represents the fluc-
tuations from this orbit, then the change in the potential energy is �V =
V (r + �r ) − V (r ) which by Taylor’s theorem gives

�V = �x
∂V

∂x
+ �y

∂V

∂y
+ �z

∂V

∂z

+ 1

2
(�x)2 ∂2V

∂x2
+ 1

2
(�y)2 ∂2V

∂y2
+ 1

2
(�z)2 ∂2V

∂z2
+ · · · (2.160)

Since the fluctuations are isotropic 〈�x〉 = 〈�y〉 = 〈�z〉 = 0 and 〈(�x)2〉 =
〈(�y)2〉 = 〈(�z)2〉 = 〈(�r )2〉/3. Then

〈�V 〉 = 1

6
〈(�r )2〉∇2V . (2.161)

For the atomic state |nlml〉 the energy shift to first order is

�E = 〈nlml | 〈�V 〉 |nlml〉
(2.162)

= 1

6
〈(�r )2〉 〈nlml | ∇2V |nlml〉 .

With V = −e2/r and ∇2(1/r ) = −4πδ(r ) we obtain

〈nlml | ∇2V |nlml〉 = 4πe2
∣∣ψnmll (r = 0)

∣∣2
. (2.163)
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All the atomic wave functions of nonrelativistic quantum theory vanish at the
origin except for the s-states with l = 0, where

|ψn00(r = 0)2| = 1

πn3a3
0

(2.164)

where a0 is the Bohr radius. For p-states the wave function vanishes at the origin
and therefore so does the energy shift. To obtain 〈(�r )2〉 we assume that the
important field frequencies greatly exceed the atomic resonance frequencies, the
lower frequencies being shielded by the atomic binding and unable to influence
the motion of the electrons. The displacement �rν induced with frequency
between ν and ν + dν is determined by

d2�rν

dt2
= eEν

m
exp(2πνi t). (2.165)

The solution is

�rν = − e2

m

Eν

4π 2ν2
exp(2πνi t). (2.166)

The mean square displacement induced by these modes is

〈(�rν)2〉 = − e2

m2

E2
ν

32π4ν4
= e2h

π 2m2c3

dν

ν
. (2.167)

The s-state energy shift obtained by summing over all frequencies is

�E = 2

3

(
e2

hc

)2 (
h

mc

)
hc

π 2n3a3
0

∫
dν

ν
(2.168)

where e2/hc is the fine structure constant, and h/mc is the Compton wavelength
of the electron. The integral is divergent but may be cut off at both high and low
frequencies. At low frequencies, the atom does not respond to the fluctuating
field, the frequency of the electron’s orbit ν0 = e2/ha3

0n3 being the natural cut-
off. At high frequencies, relativistic effects show up in the electron’s motion. But
the preceding analysis is nonrelativistic so that

v

c
=

(
p/m

c

)
= pc

mc2
= hk

mc
< 1 (2.169)

which restricts k to less than (mc/h) and angular frequencies to less than mc2/h
in the integral of Eq. (2.168). Thus for the 22S1/2 state of hydrogen, with a0 =
h2/me2, the energy shift is

�E = 1

6π

(
e2

hc

)3
me4

h2
log

(
mc2

hν0

)
(2.170)

which gives �E/h ∼ 1000 MHz. The 22P1/2 state is unaffected to this order.
The Casimir effect [6], in the simplest version, is the occurrence of a force

between two parallel perfectly conducting plates owing to a change in the ZPE
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resulting from the boundary conditions on the plates. We will follow the discus-
sion of Milonni and Shih [7] to show how this force arises.

Consider a parallelepiped with perfectly conducting walls of lengths Lx =
L y = L and Lz = d . The boundary conditions on the walls restrict the allowed
frequencies to those given by

ωlmn = πc

(
l2

L2
+ m2

L2
+ n2

d2

) 1
2

(2.171)

where l, m, n take on non-negative integer values. If there is no box, all frequencies
are allowed. The ZPE in the box is

E0(d) =
∑′

l,m,n
(2)

1

2
hωlmn (2.172)

where the factor of two accounts for two independent polarizations and where
the prime on the summation sign means that the two is to be removed if one of
the integers l, m, n is zero, as there is only one independent polarization for that
case. We shall be interested only in the case where L � d so that we can replace
the sums of l and m by integrals to write

E0(d) = hcL2

π

∞∑
n=0

∞∫
0

dx

∞∫
0

dy

(
x2 + y2 + π2n2

d2

) 1
2

. (2.173)

On the other hand, if d is arbitrarily large, the sum over n can be replaced by an
integral so that

E0(∞) = hcL2

π 2

d

π

∞∫
0

dx

∞∫
0

dy

∞∫
0

dz(x2 + y2 + z2)
1
2 . (2.174)

When the plates are separated by the distance d, the potential energy of the system
is just U (d) = E0(d) − E0(∞), which is the energy required to bring the plates
from infinity to a distance d. Thus

U (d) = L2 hc

π


 ∞∑

n=0

∞∫
0

dx

∞∫
0

dy

(
x2 + y2 + π2n2

d2

) 1
2

− d

π

∞∫
0

dx

∞∫
0

dy

∞∫
0

dz(x2 + y2 + z2)
1
2


 . (2.175)

Transforming to polar coordinates in the x–y plane we have

U (d) = L2 hc

π2

π

2


 ∞∑

n=0

∞∫
0

dr r

(
r 2 + n2π2

d2

) 1
2

− d

π

∞∫
0

dz

∞∫
0

dr r (r 2 + z2)
1
2


 . (2.176)
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Making the change of variable w = r2

U (d) = L2 hc

4π 2

π 3

d3


 ∞∑

n=0

∞∫
0

dw (w + n2)
1
2

−
∞∫

0

dz

∞∫
0

dw(w + z2)
1
2


 . (2.177)

Both ZPEs in Eq. (2.177) are infinite but the difference is finite. We can write
this as

U (d) = π2 hc

4d3
L2


1

2
F(0) +

∞∑
n=1

F(n) −
∞∫

0

dzF(n)


 (2.178)

where

F(u) ≡
∞∫

0

dw(w + u2)
1
2 (2.179)

with u = n or z. The difference can be estimated by the Euler–Maclaurin formula:

∞∑
0

F(n) −
∞∫

0

dzF(z) = −1

2
F(0) − 1

12
F ′(0) + 1

720
F ′′′(0) . . . (2.180)

since F ′(z) = 2z2, F ′(0) = 0, F ′′′(0) = −4, and all higher-order derivations
vanish. Thus

U (d) = π2 hc

4d3
L3

(
− 4

720

)
= − π2 hc

720d3
L2. (2.181)

This implies that the force per unit area between the plates is given by

F(d) = U ′(d) = − π2 hc

240d4
(2.182)

which is the Casimir force. The existence of this force was confirmed by experi-
ments carried out by Sparnaay [8] in 1957.

2.7 The quantum phase

Consider now a light wave as pictured in the classical electromagnetic theory.
The electric field of a single mode can be written as

E(r, t) = ex E0 cos(k · r − ωt + φ)

= ex
1

2
E0{exp[ik · r − ωt + φ] + exp[−ik · r − ωt + φ]} (2.183)

where E0 is the amplitude of the field and φ is its phase. Compare this with
Eq. (2.127). The equations would be quite similar if the operator â could be
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factored into polar form. The earliest attempt at such a decomposition appears to
be due to Dirac [9] who factored the annihilation and creation operators according
to

â = ei φ̂
√

n̂ (2.184)

â† =
√

n̂ e−i φ̂ (2.185)

where φ̂ was to be interpreted as a Hermitian operator for phase. From the fun-
damental commutation relation [â, â†] = 1 it follows that

ei φ̂ n̂e−i φ̂ − n̂ = 1 (2.186)

or

ei φ̂ n̂ − n̂ei φ̂ = ei φ̂ . (2.187)

By expanding the exponentials one can see that Eq. (2.186) is satisfied as long as

[n̂, φ̂] = i. (2.188)

It thus appears that number and phase are complementary observables and there-
fore the fluctuations in these quantities should satisfy the uncertainty relation
�n �φ ≥ 1

2 .
Unfortunately, things are not so simple. To see that something is quite wrong

with the above, consider the matrix element of the commutator for the arbitrary
number states |n〉 and |n′〉:

〈n′|[n̂, φ̂]|n〉 = iδnn′ . (2.189)

Expanding the left side results in

(n′ − n)〈n′|φ̂|n〉 = iδnn′ (2.190)

which contains an obvious contradiction in the case when n′ = n (giving 0 = i).
The Dirac approach fails because of the underlying assumption that a Hermitian
phase operator φ̂ actually exists. There are in fact two reasons for the failure of
the Dirac approach. If φ̂ exists as a Hermitian operator, then exp(i φ̂) should be a
unitary operator. From Eqs. (2.184) and (2.185) we should have

eiφ = â(n̂)−
1
2 (2.191)

e−i φ̂ = (n̂)−
1
2 â† = (ei φ̂)†. (2.192)

Now

(ei φ̂)†(ei φ̂) = 1 (2.193)

but

(ei φ̂)(ei φ̂)† = â
1

n̂
â† 
= 1. (2.194)

So, in fact, exp(i φ̂) is not a unitary operator from which it follows that φ̂ is not
Hermitian. The root of the problem is that the operator n̂ has a spectrum bounded
from below; it does not include the negative integers. One way to fix this is simply
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to include negative integers into the spectrum. The negative number states are of
course nonphysical but, as Barnett and Pegg have shown [10], it is possible to
construct unitary operators of the form

ei φ̂ ≡
∞∑

n=−∞
|n〉〈n + 1| (2.195)

(ei φ̂)† = e−i φ̂ =
∞∑

n=−∞
|n + 1〉 〈n| (2.196)

where it is easy to see that

ei φ̂(ei φ̂)† = (ei φ̂)†ei φ̂ = 1. (2.197)

It must be understood that the introduction of the negative number states is only
formal and that they are decoupled from the positive (physical) number states. No
new predictions arise from including these negative number states. But by using
Eq. (2.194) it is easy to show that Eq. (2.186) still holds from which Eq. (2.187)
follows and we are still back to the contradiction encountered in Eq. (2.189).

This brings us to the second problem, which is connected with the fact that
φ̂ is supposed to be an angle operator. The situation is very similar to the more
familiar problem of angular momentum of a particle moving in the x–y plane
with angular momentum about the z-axis. If φ is the azimuthal angle defined as

φ = tan−1
( y

x

)
(2.198)

(modulo 2π ), then the orbital angular momentum is

L̂ z = x̂ p̂y − ŷ p̂x = i h
∂

∂φ
(2.199)

from which it follows that

[φ, L̂ z] = i. (2.200)

But L̂ z is Hermitian only in a space of periodic functions, i.e. wave functions of
the form

ψm(φ) = 1√
2π

eimφ, m = 0, ±1, ±2, . . . (2.201)

where

L̂ zψm(φ) = hmψm (φ) . (2.202)

(Note that the spectrum of L̂ z contains negative integers.) But φ itself is not a
periodic function, having the range −∞ < φ < ∞. In fact the fluctuations �φ

can be greater than 2π and for a number state, Eq. (2.199) would seem to imply
that �φ → ∞, a nonsensical behavior. A possible solution to this problem is to
introduce a periodic coordinate �(φ) [10] behaving in a discontinuous fashion
according to Fig. 2.4.
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+π

+π−π−2π 2π

−π

Φ

f

Fig. 2.4. The periodic
function �, arbitrarily
chosen to be
discontinuous.

The problem with this is that the commutation relation is no longer of the
canonical form but rather is

[�, L̂ z] = i

{
1 − 2π

∞∑
n=−∞

δ [φ − (2n + 1) π ]

}
. (2.203)

The delta functions arise from the discontinuities of � and they will occur no
matter where the discontinuities are placed. One of the delta functions would
always be present in any particular 2π interval so no sensible uncertainty relation
can be formulated.

Over the years, there have been many attempts to create a formalism for
the description of the quantum phase that in one way or another overcomes the
obstacles discussed above. These schemes have been reviewed extensively in
the recent literature. For pedagogical reasons, we first introduce the approach
due to Susskind and Glogover [11] and its improvements by Carruthers and
Nieto [12] wherein a kind of one-sided “unitary” phase operator (actually an
operator analogous to an exponential phase factor) is introduced. Eigenstates of
this operator, the phase eigenstates, are introduced and then used to construct a
phase distribution for an arbitrary state of the field [13]. Various averages over
the phase may be calculated from this distribution. Results obtained from this
procedure are identical to those obtained by the scheme of Pegg and Barnett [14]
who factor the annihilation operator à la Dirac but in a truncated Hilbert space.
After the calculation of expectation values in this truncated space the dimension
of the space is allowed to go to infinity. By using the phase eigenstates we shall
avoid such calculational complications.

The Susskind–Glogower (SG) operators are defined by the relations

Ê ≡ (n̂ + 1)−
1
2 â = (ââ†)−

1
2 â (2.204)

Ê † = â† (n̂ + 1)−
1
2 = â†(ââ†)−

1
2 (2.205)
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where Ê and Ê† are to be the analogs of the phase factors exp(±iφ). These Ê
operators are sometimes called “exponential” operators and, from context, should
not be confused with the field operators. When applied to the number states |n〉
they yield

Ê |n〉 = |n − 1〉 for n 
= 0
(2.206)= 0 for n = 0,

Ê †|n〉 = |n + 1〉. (2.207)

From this, it is easy to see that useful and equivalent expressions for these expo-
nential operators are

Ê =
∞∑

n=0

|n〉〈n + 1| Ê † =
∞∑

n=0

|n + 1〉〈n|. (2.208)

It is easy to show that

Ê Ê † =
∞∑

n=0

∞∑
n′=0

|n〉〈n + 1|n′ + 1〉〈n′| =
∞∑

n=0

|n〉〈n| = 1 (2.209)

but that

Ê † Ê =
∞∑

n=0

∞∑
n=0

|n + 1〉〈n|n′〉〈n′ + 1| =
∞∑

n=0

|n + 1〉〈n + 1| = 1 − |0〉〈0|. (2.210)

The presence of the projection operator |0〉〈0| spoils the unitarity of Ê . But for a
state with average photon number n̄ ≥ 1, the contribution from the vacuum state
will be small and Ê will be approximately unitary.

Of course, Ê and Ê† themselves are not observables but the operators

Ĉ ≡ 1

2
(Ê + Ê †), Ŝ ≡ 1

2i
(Ê − Ê †) (2.211)

are the obvious analogs of cos φ and sin φ. These operators are Hermitian and
satisfy the commutation relation

[Ĉ, Ŝ] = 1

2
i |0〉〈0| (2.212)

and thus commute for all states but the vacuum. Furthermore, the quantum form
of the familiar trigonometric identity becomes

Ĉ2 + Ŝ2 = 1 − 1

2
|0〉〈0| (2.213)

where once again we see the spoiling effect of the vacuum. It can also be shown
that

[Ĉ, n̂] = i Ŝ and [Ŝ, n̂] = −i Ĉ (2.214)
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the first of which is similar to Eq. (2.48). The uncertainty relations obeyed in
these cases respectively are

(�n)(�C) ≥ 1

2
|〈Ŝ〉| (2.215)

and

(�n)(�S) ≥ 1

2
|〈Ĉ〉| (2.216)

where the � means the root-mean-square deviation.
In the case of number states |n〉, �n = 0,

〈n| Ĉ |n〉 = 〈n| Ŝ |n〉 = 0 (2.217)

and

〈n| Ĉ2 |n〉 = 〈n| Ŝ2 |n〉 =




1

2
, n ≥ 1

1

4
, n = 0

. (2.218)

Thus for n ≥ 1 the uncertainties in Ĉ and Ŝ are

�C = �S = 1√
2

(2.219)

which would seem to correspond to a phase angle equally likely to have any value
in the range 0 to 2π . (Note that this will not be true for the vacuum state!) In any
case, the right-hand sides of Eqs. (2.214) and (2.215) are zero for a number state
as required in order that the uncertainty relations be satisfied.

The eigenstates |φ〉 of the exponential operator satisfying the eigenvalue
equation

Ê |φ〉 = eiφ |φ〉 (2.220)

are given by

|φ〉 =
∞∑

n=0

einφ |n〉 . (2.221)

These states are not normalizable nor are they orthogonal as the scalar product
of |φ〉 and |φ′〉 is not the delta function δ(φ − φ′). By virtue of the fact that

2π∫
0

ei(n−n′)φdφ = 2πδnn′ (2.222)

it is easy to show that the phase eigenstates resolve to unity according to

1

2π

2π∫
0

dφ |φ〉 〈φ| = 1. (2.223)

The expectation values of the Ĉ and Ŝ operators obviously take the form of
cos φ and sin φ respectively.
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Now an arbitrary state |ψ〉 of the field will be given as a superposition of all
the number states, i.e.

|ψ〉 =
∞∑

n=0

Cn |n〉 (2.224)

where the coefficients Cn must satisfy
∞∑

n=0

|Cn|2 = 1 (2.225)

in order that |ψ〉 be normalized. We may associate a phase distribution P(φ) with
the state |ψ〉 according to the prescription

P (φ) ≡ 1

2π
|〈φ | ψ〉|2

= 1

2π

∣∣∣∣∣
∞∑

n=0

e−inφCn

∣∣∣∣∣
2

.

(2.226)

Clearly, P(φ) is always positive and can be shown to be normalized as follows:
writing

P(φ) ≡ 1

2π
|〈φ | ψ〉|2 = 1

2π
〈φ | ψ〉 〈ψ | φ〉 (2.227)

and then integrating over φ using the resolution of unity as given by Eq. (2.223)
we have

2π∫
0

P(φ) dφ = 〈ψ | ψ〉 = 1. (2.228)

More generally, for a state described by a density operator ρ̂, we would have

P (φ) = 1

2π
〈φ| ρ̂ |φ〉. (2.229)

The distribution can be used to calculate the average of any function of φ, f (φ)
according to

〈 f (φ)〉 =
2π∫

0

f (φ)P (φ) dφ. (2.230)

This is essentially the same as would be obtained from the Pegg–Barnett
formalism of Reference [14].

For the present we consider only a number state |n〉 for which all the coefficients
in Eq. (2.224) vanish but for Cn = 1. This leads to

P(φ) = 1

2π
(2.231)

which is uniform, as expected. Furthermore, the average of φ is π and the average
over φ2 is 4π2/3 and thus the fluctuations in φ are

�φ =
√

〈φ2〉 − 〈φ〉2 = π√
3

(2.232)

as we would expect for a uniform probability distribution over the range 0 to
2π . Note that this applies to all number states, including the vacuum. We shall
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apply this formalism to other field states, in particular the coherent states, in later
chapters.

One difficulty with the attempt to find a sensible quantum description of phase
is that it is not obvious how to connect the various formalisms for phase with
realistic experiments on the measurement of phase. The approach taken here is
supported by the work of Shapiro and Shepard [15] who have shown, by using
quantum estimation theory [16], that phase states |φ〉 generate the probability
operator measure for maximum likelihood phase estimation. On the other hand,
Mandel and co-workers [17] have taken an operational approach to phase opera-
tors based on classical phase measurements. They show that phase measurements
are difficult even in classical optics and that these difficulties carry over into quan-
tum optics and, further, that different measurement procedures lead to different
phase operators. It does not appear, at least from the operational point of view, that
there exists one correct phase operator. Henceforth we shall use the eigenstates
of the SG operator under the assumption that the corresponding phase distribu-
tion, at the very least, qualitively, if not quantitatively, describes a quantum phase
variable.

Problems

1. For the single-mode field given by Eq. (2.5), use Maxwell’s equations to obtain the

corresponding magnetic field given by Eq. (2.6).

2. For the single-mode field of the previous problem, obtain the Hamiltonian and show

that it has the form of a simple harmonic oscillator.

3. Give a proof of the Baker–Hausdorf lemma: for any two operators Â and B̂,

eiλÂ B̂ e−iλÂ = B̂ + iλ[Â, B̂] + (iλ)2

2!
[Â, [Â, B̂]] + · · ·

4. In the special case where [ Â, B̂] 
= 0, but where [ Â, [ Â, B̂]] = 0 = [B̂, [ Â, B̂]], show

that

eÂ+B̂ = exp

(
−1

2
[ Â, B̂]

)
eÂeB̂ = exp

(
1

2
[ Â, B̂]

)
eB̂eÂ.

This is known as the Baker–Hausdorf–Campbell theorem.

5. Suppose the state of a single-mode cavity field is given at time t = 0 by

|ψ(0)〉 = 1√
2

(|n〉 + eiϕ |n + 1〉)

where ϕ is some phase. Find the state |ψ(t)〉 at times t > 0. For this time-evolved state,

verify the uncertainty relation of Eq. (2.49).

6. Consider the superposition state |ψ01〉 = α|0〉 + β|1〉 where α and β are complex and

satisfy |α|2 + |β|2 = 1. Calculate the variances of the quadrature operators X̂1 and X̂2.

Are there any values of the parameters α and β for which either of the quadrature
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variances become less than for a vacuum state? If so, check to see if the uncertainty

principle is violated. Repeat with the state |ψ02〉 = α|0〉 + β|2〉.
7. Many processes involve the absorption of single photons from a quantum field state,

the process of absorption being represented by the action of the annihilation operator

â. For an arbitrary field state |ψ〉, the absorption of a single photon yields the state

|ψ ′〉 ∼ â|ψ〉. Normalize this state. Compare the average photon numbers n̄ of the

state |ψ〉 and n̄′ of |ψ ′〉. Do you find that n̄′ = n̄ − 1?

8. Consider the superposition of the vacuum and 10 photon number state

|ψ〉 = 1√
2

(|0〉 + |10〉) .

Calculate the average photon number for this state. Next assume that a single photon is

absorbed and recalculate the average photon number. Does your result seem sensible

in comparison with your answer to the previous question?

9. Consider the multimode expressions for the electric and magnetic fields of Eqs. (2.83)

and (2.84) respectively. (a) Show that they satisfy the free-space Maxwell equations.

(b) Use these fields and follow through the derivation of the field energy given by

Eq. (2.95).

10. It is sometimes useful to characterize the photon number probability distribution Pn

by its factorial moments. The r th factorial moment is defined as

〈n̂ (n̂ − 1) (n̂ − 2) . . . (n̂ − r + 1)〉
=

∑
n

n (n − 1) (n − 2) . . . (n − r + 1) Pn .

Show that for a thermal field, the right-hand side has the value r !n̄r .

11. Work out the commutator of the cosine and sine operators, Ĉ and Ŝ respectively.

Calculate the matrix elements of the commutator and show that only the diagonal

ones are nonzero.

12. Consider the mixed state (see Appendix A) described by the density operator

ρ̂ = 1

2
(|0〉 〈0| + |1〉 〈1|)

and the pure superposition state

|ψ〉 = 1√
2

(|0〉 + ei θ |1〉).

Calculate the corresponding phase distributions P(φ) and compare them.

13. Show that for the thermal state, P(φ) = 1/2π .
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Chapter 3
Coherent states

At the end of the preceding chapter, we showed that the photon number states
|n〉 have a uniform phase distribution over the range 0 to 2π . Essentially, then,
there is no well-defined phase for these states and, as we have already shown, the
expectation value of the field operator for a number state vanishes. It is frequently
suggested (see, for example, Sakurai [1]) that the classical limit of the quantized
field is the limit in which the number of photons becomes very large such that
the number operator becomes a continuous variable. However, this cannot be the
whole story since the mean field 〈n|Êx |n〉 = 0 no matter how large the value of n.
We know that at a fixed point in space a classical field oscillates sinusoidally in
time. Clearly this does not happen for the expectation value of the field operator
for a number state. In this chapter we present a set of states, the coherent states
[2], which do give rise to a sensible classical limit; and, in fact, these states are
the “most classical” quantum states of a harmonic oscillator, as we shall see.

3.1 Eigenstates of the annihilation operator and minimum
uncertainty states

In order to have a non-zero expectation value of the electric field operator or,
equivalently, of the annihilation and creation operators, we are required to have
a superposition of number states differing only by ±1. For example, this could
contain only the states |n〉 and |n ± 1〉:

|ψ〉 = Cn|n〉 + Cn+1|n ± 1〉 (3.1)

(where |Cn|2 + |Cn+1|2 = 1). Generally, a superposition of all the number states
will have the property that the expectation value of say, â, will not vanish. Clearly,
by inspecting Eqs. (2.15) and (2.16), the replacement of â and â† by continuous
variables produces a classical field. A unique way to make this replacement is to
seek eigenstates of the annihilation operator. These states are denoted as |α〉 and
satisfy the relation

â |α〉 = α |α〉 (3.2)

43
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where α is a complex number, otherwise arbitrary. (Note that complex eigenvalues
are allowed here as â is non-Hermitian.) The states |α〉 are “right” eigenstates of
â and 〈α| are “left” eigenstates of â† with eigenvalue α∗:

〈α| â† = α∗ 〈α| . (3.3)

Since the number states |n〉 form a complete set we may expand |α〉 according to

|α〉 =
∞∑

n=0

Cn |n〉 . (3.4)

Acting with â on each term of the expansion, Eq. (3.2) becomes

â |α〉 =
∞∑

n=1

Cn

√
n |n − 1〉 = α

∞∑
n=0

Cn |n〉 . (3.5)

Equating coefficients of |n〉 on both sides leads to

Cn

√
n = αCn−1 (3.6)

or

Cn = 2√
n

Cn−1 = α2√
n(n − 1)

Cn−2 = . . .

= αn

√
n!

C0 (3.7)

and thus

|α〉 = C0

∞∑
n=0

αn

√
n!

|n〉 . (3.8)

From the normalization requirement we determine C0:

〈α | α〉 = 1 = |C0|2
∑

n

∑
n′

α∗n
αn′

√
n!n′!

〈n | n′〉
(3.9)

= |C0|2
∞∑

n=0

|α|2n

n!
= |C0|2 e|α|2

which implies that C0 = exp(− 1
2 |α|2). Thus our normalized coherent states

are

|α〉 = exp
(− 1

2
|α|2) ∞∑

n=0

αn

√
n!

|n〉 . (3.10)

Let us now consider the expectation value of the electric field operator

Êx (r, t) = i

(
hω

2ε0V

) 1
2 [

âei(k·r−ω t) − â†e−i(k·r−ω t)
]

. (3.11)

We obtain

〈α| Êx (r, t) |α〉 = i

(
hω

2ε0V

) 1
2 [

αei(k·r−ω t) − α∗e−i(k·r−ω t)
]

. (3.12)
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Writing α in polar form, α = |α|eiθ , we have

〈α| Êx (r, t) |α〉 = 2 |α|
(

hω

2ε0V

) 1
2

sin(ωt − k · r − θ ) (3.13)

which looks like a classical field. Furthermore, we can show that

〈α| Ê2
x (r, t) |α〉 = hω

2ε0V
[1 + 4 |α|2 sin2 (ωt − k · r − θ )] . (3.14)

Thus the fluctuations in Êx (r, t),

�Ex ≡ 〈(�Êx )2〉 1
2 =

(
hω

2ε0V

) 1
2

, (3.15)

are identical to those for a vacuum state. The coherent state is nearly a classical-
like state because it not only yields the correct form for the field expectation
values but contains only the noise of the vacuum. Indeed, using the quadrature
operators of Eqs. (2.52) and (2.53), it is an easy exercise to show that for the
coherent states

〈(�X̂1)2〉α = 1

4
= 〈(�X̂2)2〉α (3.16)

which again shows that these states have the fluctuations of the vacuum. Thus
with respect to the field quadrature operators, the coherent states both minimize
(actually equalize) the uncertainty product and exhibit equal uncertainties, those
of the vacuum, in each quadrature. As a matter of fact, this property can be used as
an alternate definition for the coherent states. Consider three Hermitian operators
Â, B̂, and Ĉ , satisfying

[ Â, B̂] = i Ĉ (3.17)

which implies the uncertainty relation

〈(� Â)2〉〈(�B̂)2〉 ≥ 1

4
〈(Ĉ)2〉. (3.18)

States that equalize this relation are those that satisfy the eigenvalue equation [3][
Â + i〈Ĉ〉

2〈(�B̂)2〉 B̂

]
|ψ〉 =

[
〈 Â〉 + i〈Ĉ〉

2〈(�B̂)2〉 〈B̂〉
]

|ψ〉 . (3.19)

The states |ψ〉 satisfying Eq. (3.19) sometimes go by the name “intelligent” states
[4]. For the case where

〈(� Â)2〉 = 〈(�B̂)2〉 = 1

4
〈Ĉ〉, (3.20)

the eigenvalue equation becomes

[ Â + i B̂] |ψ〉 = [〈 Â〉 + i〈B̂〉] |ψ〉 . (3.21)

For Â = X̂1 and B̂ = X̂2 this is equivalent to Eq. (3.2) with α = 〈X̂1〉 + i〈X̂2〉.
What is the physical meaning of the complex parameter α? From Eq. (3.13) it

is apparent that |α| is related to the amplitude of the field. The expectation value
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of the photon number operator n̂ = â†â is

n̄ = 〈α| n̂ |α〉 = |α|2 (3.22)

and thus |α|2 is just the average photon number of the field. To calculate the
fluctuations of the photon number we need to calculate

〈α| n̂2 |α〉 = 〈α| â†ââ†â |α〉
= 〈α| (â†â†ââ + â†â

) |α〉 (3.23)

= |α|4 + |α|2 = n̄2 + n̄

and thus

�n =
√

〈n̂2〉 − 〈n̂〉2 = n̄1/2 (3.24)

which is characteristic of a Poisson process. In fact, for a measurement of the
number of photons in the field, the probability of detecting n photons is

Pn = |〈n | α〉|2 = e−|α|2 |α|2n

n!

= e−n̄ n̄n

n!
(3.25)

which is a Poisson distribution with a mean of n̄. Note that the fractional uncer-
tainty in the photon number is

�n

n̄
= 1√

n̄
(3.26)

which decreases with increasing n̄. In Fig. 3.1 we plot a couple of examples of
the photon number probability distribution for different n̄.

Let us now look at the phase distribution of the coherent states. For a coherent
state |α〉, with α = |α| eiθ , the corresponding phase distribution is

P(ϕ) = 1

2π
|〈ϕ | α〉|2

= 1

2π
e−|α|2

∣∣∣∣∣
∞∑

n=0

ein(ϕ−θ ) |α|n√
n !

∣∣∣∣∣
2

. (3.27)

For large |α|2, the Poisson distribution may be approximated as a Gaussian [5]:

e−|α|2/
2 |α|2n

n!
e−|α|2 ≈ (2π |α|2)−

1
2 exp

[
− (n − |α|2)2

2 |α|2
]

(3.28)

so that the sum in Eq. (3.27) may be evaluated to obtain an approximate form for
P(ϕ) as

P(ϕ) ≈
(

2 |α|2
π

) 1
2

exp[−2 |α|2 (ϕ − θ )2] . (3.29)

This is a Gaussian peaked at ϕ = θ . Furthermore, the peak becomes narrower
with increasing n̄ = |α|2, as illustrated in Fig. 3.2.



3.1 Eigenstates of the annihilation operator and minimum uncertainty states 47

0 2 4 6 8 10 12 14 16 18 20 22 24
0.00

0.05

0.10

0.15

0.20

0.25

n

(a)

Pn

Fig. 3.1. Coherent state
photon number
probability distributions
for (a) n̄ = 2 and (b)
n̄ = 10.
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The coherent states |α〉 are quantum states very close to classical states because
(i) the expectation value of the electric field has the form of the classical expres-
sion, (ii) the fluctuations in the electric field variables are the same as for a
vacuum, (iii) the fluctuations in the fractional uncertainty for the photon number
decrease with the increasing average photon number, and (iv) the states become
well localized in phase with increasing average photon number. However, in
spite of their near-classical properties, they are still quantum states. In Fig. 3.3
we illustrate this with a sketch where the expectation of the field operator and its
fluctuations are plotted against time. The field clearly has the classical form of
a sine wave but with the quantum fluctuations superimposed, indicating that it
does have quantum features. In fact, all states of light must have some quantum
features as the quantum theory of light is more fundamental than the classical
theory. However, the quantum features of light are generally difficult to observe.
We shall deal with some of these features in Chapter 7.
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Fig. 3.2. Phase
distributions for coherent
states with θ = 0 for (a)
n̄ = 2 and (b) n̄ = 10.

E(t)

t

Fig. 3.3. Coherent state expectation value of the electric field as a function of time
for a fixed position showing the quantum fluctuations. The fluctuations of the field
are the same at all times such that the field is as close to a classical field as is
possible for any quantum state.

3.2 Displaced vacuum states

We have discussed two ways in which the coherent states may be defined: as right
eigenstates of the annihilation operator and as states that minimize the uncer-
tainty relation for the two orthogonal field quadratures with equal uncertainties
(identical to those of a vacuum state) in each quadrature. There is, in fact, a third
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definition that leads to equivalent states. This involves the displacement of the
vacuum. As we will show, this is closely related to a mechanism for generating
the coherent states from classical currents.

The displacement operator D̂(α) is defined as [2]

D̂(α) = exp(αâ† − α∗â) (3.30)

and the coherent states are given as

|α〉 = D̂ (α) |0〉 . (3.31)

To see this, consider the identity (the disentangling theorem)

eÂ+B̂ = eÂeB̂e− 1
2 [ Â,B̂]

= eB̂eÂe
1
2 [ Â,B̂] (3.32)

valid if [ Â, B̂] 
= 0 but where also

[ Â, [ Â, B̂]] = [B̂, [ Â, B̂]] = 0. (3.33)

With Â = α â† and B̂ = −α∗â, [ Â, B̂] = |α|2 and Eq. (3.33) holds. Thus

D̂ (α) = eαâ†−α∗ â = e− 1
2 |α|2 eαâ†e−α∗ â . (3.34)

Expanding exp(−α∗â) makes it clear that

e−α∗ â |0〉 =
∞∑

l=0

(−α∗â)l

l!
|0〉 = |0〉 (3.35)

since âl |0〉 = 0 except for l = 0. But

eαâ† |0〉 =
∞∑

n=0

αn

n!
(â†)n |0〉

=
∞∑

n=0

αn

√
n!

|n〉 (3.36)

where we have used the fact that (â†)n|0〉 = √
n!|n〉. Thus we have

|α〉 = D̂ (α) |0〉

= e− 1
2 |α|2

∞∑
n=0

αn

√
n!

|n〉 , (3.37)

in agreement with our previous definitions.
The displacement operator D̂ is, of course, a unitary operator. It can be shown

that

D̂† (α) = D̂ (−α)

= e− 1
2 |α|2 e−α â†eα∗ â . (3.38)

An alternate representation of D̂(α) is

D̂ (α) = e
1
2 |α|2 e−α∗ âeα â† . (3.39)
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Evidently

D̂(α)D̂†(α) = D̂†(α)D̂(α) = 1 (3.40)

as required for unitarity.
The displacement operator obeys the semigroup relation: the product of two

displacement operators, say of D̂(α) and D̂(β), is, up to an overall phase factor,
the displacement operator D̂(α + β). To see this let Â = αâ† − α∗â, B̂ = βâ† −
β∗â where

[ Â, B̂] = αβ∗ − α∗β = 2iIm(αβ∗). (3.41)

Then, by using Eq. (3.32),

D̂ (α) D̂ (β) = eÂeB̂

= exp [iIm (αβ∗)]

× exp[(α + β) â† − (α∗ + β∗) â†]

= exp[iIm(αβ∗)]D̂ (α + β) . (3.42)

Thus, applied to the vacuum

D̂ (α) D̂ (β) = D̂ (α) |β〉
= exp[iIm (αβ∗)] |α + β〉 . (3.43)

The phase factor exp[iIm(αβ∗)] is an overall phase factor and so is physically
irrelevant.

3.3 Wave packets and time evolution

From Eqs. (2.13) and (2.14) we obtain the “position” operator

q̂ =
√

h

2ω
(â + â†) =

√
2 h

ω
X̂1, (3.44)

where X̂1 is the quadrature operator of Eq. (2.52) The eigenstates of the operator
q̂ we denote as |q〉 where q̂|q〉 = q|q〉. The corresponding wave functions for the
number states are [6]

ψn (q) = 〈q | n〉 = (2nn!)−1/2

(
ω

π h

)1/4

exp(−ξ 2/2)Hn(ξ ) (3.45)

where ξ = q
√

ω/h and where the Hn(ξ ) are Hermite polynomials. The corre-
sponding wave function for the coherent state is then

ψα(q) ≡ 〈q | α〉 =
(

ω

π h

)1/4

e−|α|2/
2

∞∑
n=0

(α/
√

2)n

n!
Hn(ξ ). (3.46)

From the generating function for Hermite polynomials, we can obtain the closed-
form expression for the coherent-state wave function

ψα (q) =
(

ω

π h

)1/4

e−|α|2/
2eξ2/

2e−(ξ−α/
√

2)2
, (3.47)
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Fig. 3.4. A coherent-state
wave function moves
through the harmonic
oscillator potential,
between the classical
turning points, without
dispersion.

a Gaussian wave function. Of course, the probability distribution over the
“position” variable q,

P (q) = |ψα (q)|2 , (3.48)

is also Gaussian.
We now consider the time evolution of a coherent state for a single-mode free

field where the Hamiltonian is given by Eq. (2.18). The time-evolving coherent
state is given by

|α, t〉 ≡ exp(−i Ĥ t/h) |α〉 = e−iω t/2e−iω t n̂ |α〉
(3.49)

= e−iω t/2|α e−i ω t 〉,
and so the coherent state remains a coherent state under free field evolution. The
corresponding time-evolving wave function is

ψα (q, t) =
(

ω

π h

)1/4

e−|α|2/
2eξ2/

2e−(ξ−α e−i ω t /
√

2)2
, (3.50)

a Gaussian whose shape does not change with time and whose centroid follows
the motion of a classical point particle in a harmonic oscillator potential (the
demonstration of this is left as an exercise, e.g. Problem 2 at the end of this
chapter). In Fig. 3.4 we illustrate the motion of a coherent-state wave packet in
the harmonic oscillator potential. The motional states of laser-cooled trapped
atoms or ions can be engineered to have this minimum uncertainty character as
we shall see in Chapter 10.

Ultimately, the stability of the wave packet results from the fact that, for the
harmonic oscillator, the energy levels are integer spaced. For quantum systems
where the energy levels are not integer spaced, such as for the Coulomb problem,
formulating coherent states is a bit of a challenge and no such states are truly
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stable for all times. Consideration of such states is beyond the scope of this book,
but see Reference [7].

3.4 Generation of coherent states

A coherent state may be generated by a classical oscillating current. Let the
quantum electromagnetic vector potential be Â(r, t) for a field interacting with a
classical current described by the current density j(r, t). According to classical
electromagnetic theory, the interaction energy V̂ (t) is given by

V̂ (t) =
∫

d3r j (r, t) · Â (r, t) . (3.51)

For a single-mode field, Â(r, t) is given, in the interaction picture, by

Â(r, t) = e

(
h

2ω0ε0V

) 1
2 [

âei(k·r−ω t) + â†e−i(k·r−ω t)
]

(3.52)

where â means â(0). Substituting this into Eq. (3.51), we have

V̂ (t) = −
(

h

2ωε0V

) 1
2

[âe · J (k, t) e−iω t + â†e · J∗ (k, t) eiω t ] (3.53)

where

J (k, t) =
∫

d3r j(r, t)eik·r. (3.54)

Since V̂ (t) depends on time, the associated evolution operator is a time-ordered
product [8]. But for an infinitesimally short time interval from t to t + δt , the
evolution operator is

Û (t + δt, t) ∼= exp[−i V̂ (t) δt/ h]

= exp{−δt[u(t)â − u∗(t)â†]}
= D̂ [u(t)δt] , (3.55)

where

u(t) = −
(

h

2ωE0V

) 1
2

e · J(k, t) e−iωt . (3.56)

For a finite time interval, say from 0 to T, the evolution operator may be written
as

Û (T, 0) = lim
δt→0

T̂
T /δt∏
l=0

D̂ [u(tl )δt] (3.57)

where T̂ is the time-ordering operator and where tl = l δt . Equation (3.57)
becomes, by using Eq. (3.42),

Û (T, 0) = lim
δt→0

ei� D̂

[
T/δt∑
l=0

u (tl ) δt

]

= ei� D̂ [α (T )] , (3.58)
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where

α (T ) = lim
δt→0

T /δt∑
l=0

u (tl ) δt =
T∫

0

u(t ′)dt ′ (3.59)

and where � is the accumulated overall phase. With the initial state the vacuum,
the state at time T is just the coherent state |α(T )〉 with α(T ) given by Eq. (3.59),
apart from the irrelevant overall phase.

3.5 More on the properties of coherent states

The number states are orthonormal, 〈n|n′〉 = δnn′ , and complete,
∑∞

n=0 |n〉〈n| =
Î , and as such can be used as a basis for the expansion of an arbitrary state vector
of the field, i.e. for a given |ψ〉

|ψ〉 =
∑

n

Cn |n〉 (3.60)

where Cn = 〈n | ψ〉, the coherent states being a particular example. But the
coherent states themselves are not orthogonal: for |α〉 and |β〉

〈β | α〉 = e− 1
2 |α|2− 1

2 |β|2

×
∞∑

n=0

∞∑
m=0

β∗n
αm

√
n!m!

〈n | m〉

= e− 1
2 |α|2− 1

2 |β|2
∞∑

n=0

(β∗α)n

n!

= e− 1
2 |α|2− 1

2 |β|2+β∗α

= exp

[
1

2
(β∗α − βα∗)

]
exp

[
−1

2
|β − α|2

]
. (3.61)

The first term is just a complex phase so that

|〈β | α〉|2 = e−|β−α|2 
= 0. (3.62)

Thus the coherent states are not orthogonal. Of course, if |β − α|2 is large, they
are nearly orthogonal.

The completeness relation for the coherent states is given as an integral over
the complex α-plane according to∫

|α〉〈α| d2α

π
= 1 (3.63)

where d2α = dRe(α)dIm(α). The proof of this goes as follows: writing
∫

|α〉 〈α| d2α =
∫

e−|α|2 ∑
n

∑
m

αnα∗m

√
n!m!

|n〉 〈m| d2α, (3.64)
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we transform to polar coordinates setting α = reiθ , d2α = r dr dθ so that

∫
|α〉 〈α| d2α =

∑
n

∑
m

|n〉 〈m|√
n!m!

∞∫
0

dre−r2
rn+m+1

2π∫
0

dθei(n−m)θ . (3.65)

But

2π∫
0

dθei(n−m)θ = 2πδnm, (3.66)

and, with a further change of variables, r2 = y, 2rdr = dy, we have

∫
|α〉 〈α| d2α = π

∞∑
n=0

|n〉 〈n|
n!

∞∫
0

dye−y yn . (3.67)

Since
∞∫

0

dye−y yn = n! (3.68)

we have ∫
|α〉 〈α| d2α = π

∞∑
n=0

|n〉 〈n| = π, (3.69)

which completes the proof.
Any state vector |ψ〉 in the Hilbert space of the quantized single-mode field

can be expressed in terms of the coherent states as

|ψ〉 =
∫

d2α

π
|α〉 〈α | ψ〉 . (3.70)

But suppose the state |ψ〉 itself is the coherent state |β〉. Then

|β〉 =
∫

d2α

π
|α〉 〈α | β〉

=
∫

d2α

π
|α〉 exp

[
−1

2
|α| − 1

2
|β|2 + α∗β

]
. (3.71)

This last equation shows that the coherent states are not linearly independent.
The coherent states are said to be “overcomplete”, there being more than enough
states available to express any state in terms of the coherent states. Note that in
Eq. (3.71) the quantity 〈α | β〉 = exp(− 1

2 |α|2 − 1
2 |β|2 + α∗β) plays the role of a

Dirac delta function. It is often referred to as a reproducing kernel.
For arbitrary state |ψ〉 we may write

〈α | ψ〉 = exp

(
−1

2
|α|2

) ∞∑
n=0

ψn
(α∗)n

√
n!

= exp

(
−1

2
|α|2

)
ψ (α∗) (3.72)
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where ψn = 〈n|ψ〉 and

ψ (z) =
∞∑

n=0

ψn
zn

√
n!

(3.73)

is absolutely convergent anywhere on the complex z-plane, i.e. ψ(z) is an entire
function, since 〈ψ | ψ〉 = ∑

n |〈n | ψ〉|2 = 1. The functions ψ(z) constitute the
Segal–Bargmann [9] space of entire functions. If |ψ〉 is a number state, |ψ〉 = |n〉,
then ψn(z) = zn/

√
n!. These functions form an orthonormal basis on the Segal–

Bargmann space.
Let F̂ be an operator given as a function of â, and â†, F̂ = F(â, â†). In terms

of the number states, F̂ may be decomposed as

F̂ =
∑

n

∑
m

|m〉 〈m| F̂ |n〉 〈n|

=
∑

n

∑
m

|m〉F̂mn 〈n| (3.74)

where the Fmn are the matrix elements 〈m|F̂ |n〉.
With coherent states

F̂ = 1

π 2

∫
d2β

∫
d2α |β〉 〈β| F̂ |α〉 〈α| . (3.75)

But

〈β| F̂ |α〉 =
∑

n

∑
m

Fmn 〈β | m〉 〈n | α〉

= exp

[
−1

2
(|β|2 + |α|2)

]
F (β∗, α) , (3.76)

where

F (β∗, α) =
∑

m

∑
n

Fmn
(β∗)m (α)n

√
m!n!

. (3.77)

Thus

F̂ = 1

π 2

∫
d2β

∫
d2α exp

[
−1

2
(|β|2 + |α|2)

]
× F (β∗, α) |β〉 〈α| . (3.78)

Suppose now that F̂ is a Hermitian operator with eigenstates |λ〉 such that

F̂ =
∑

λ

λ |λ〉 〈λ| . (3.79)

Then

〈m| F̂ |n〉 =
∑

λ

λ 〈m | λ〉 〈λ | n〉 . (3.80)
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But

|〈m|F̂ |n〉| ≤
∑

λ

λ |〈m | λ〉 〈λ | n〉|

≤
∑

λ

λ = Tr F̂ (3.81)

which implies that |〈m|F̂ |n〉| has an upper bound. This being the case, it follows
that the function F(β∗, α) is an entire function in both β∗ and α.

The diagonal elements of an operator F̂ in a coherent state basis completely
determine the operator. From Eqs. (3.76) and (3.77) we have

〈α| F̂ |α〉 eα∗α =
∑

n

∑
m

α∗m
αn

√
m!n!

〈m| F̂ |n〉 . (3.82)

Treating α and α∗ as independent variables it is apparent that

1√
m!n!

[
∂n+m(〈α|F̂ |α〉eα∗α)

∂α∗m
∂αn

]∣∣∣∣∣
α=0
α∗=0

= 〈m| F̂ |n〉 . (3.83)

Thus from “diagonal” coherent-state matrix elements of F̂ we can obtain all the
matrix elements of the operator in the number basis.

3.6 Phase-space pictures of coherent states

It is well known that the concept of phase space in quantum mechanics is
problematic owing to the fact that the canonical variables x̂ and p̂ are incom-
patible, i.e. they do not commute. Thus the state of a system is not well
localized as a point in phase space as it is in classical mechanics. Neverthe-
less, we have shown that the coherent states minimize the uncertainty relation
for the two orthogonal quadrature operators and that the uncertainties of the
two quadratures are equal. Recall that X̂1 = (â + â†)/2 and X̂2 = (â − â†)/2i .
These operators are dimensionless scaled position and momentum operators,
respectively. Their coherent-state expectation values are 〈X̂1〉α = 1

2 (α + α∗) =
Reα, 〈X̂2〉α = 1

2i (α − α∗) = Imα. Thus the complex α-plane plays the role of
phase space where, up to scale factors, the real and imaginary parts of α are posi-
tion and momentum variables respectively. A coherent state |α〉with α = |α|eiθ

may be represented pictorially then as in Fig. 3.5, where the shaded circle repre-
sents “area of uncertainty” of the coherent state, the fluctuations being equal
in all directions of phase space, the center of the circle located at distance
|α| = 〈n̂〉1/2 from the origin and at angle θ above the position axis. Further,
�θ , in a qualitative sense, represents the phase uncertainty of the coherent state
and it should be clear that �θ diminishes for increasing |α|, the fluctuations in
X1 and X2 being independent of α and identical to those of the vacuum. For
the vacuum, |α| = 0, the phase-space representation is given in Fig. 3.6, where
it is evident that uncertainty in the phase is as large as possible, i.e. �θ = 2π .
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Fig. 3.5. Phase-space
portrait of a coherent
state of amplitude |α| and
phase angle θ . Note the
error circle is the same for
all coherent states. Note
that as |α| increases, the
phase uncertainty �θ

decreases, as would be
expected in the “classical
limit”.

Fig. 3.6. Phase-space
portrait of the quantum
vacuum state.

Fig. 3.7. Phase-space
portrait of the number
state |n〉. The uncertainty
in the photon number is
�n = 0 while the phase is
entirely random.

A number state |n〉 can be represented in phase space as a circle of radius n, the
uncertainty in n being zero and the uncertainty in phase again being 2π , as in
Fig. 3.7. It must be understood that these pictures are qualitative in nature but
are useful as a graphical way of visualizing the distribution of noise in various
quantum states of the field. As most quantum states of the field have no classical
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Fig. 3.8. The error circle
of a coherent state (the
black dot) revolves about
the origin of phase space
at the oscillator angular
frequency ω and the
expectation value of the
electric field is the
projection onto an axis
parallel with X1.

analog, the corresponding phase-space portraits should not be taken too literally.
Yet these representations will be quite useful when we discuss the nature of the
squeezed states of light in Chapter 7.

Finally in this section, we make one more use of the phase-space diagrams,
namely to illustrate the time evolution of quantum states for a non-interacting
field. We have seen that, for a noninteracting field, a coherent state |α〉 evolves
to the coherent state |αe−iωt 〉. This can be pictured as a clockwise rotation of the
error circle in phase since 〈αe−iωt |X̂1|αe−iωt 〉 = α cos ω t, 〈αe−iωt |X̂2|αe−iωt 〉 =
−α sin ω t, assuming α real. Because in the Schrödinger picture the electric field
operator is given, from Eq. (2.15) and (2.52), as

Êx = 2E0 sin(kz)X̂1, (3.84)

the expectation value for the coherent state |αe−iωt 〉 is

〈αe−iωt |Êx |αe−iωt 〉 = 2E0 sin(kz)α cos ωt. (3.85)

Thus apart from the scale factor 2E0 sin(kz), the time evolution of the electric
field and its fluctuations, is given by the projection of the 〈X̂1〉 axis as a function
of time as indicated in Fig. 3.8.

The evolution of points within the error circle are shown indicating the uncer-
tainty of the electric field – the “quantum flesh” on the “classical bones”, so to
speak. Note that the greater the excitation of the field, i.e. α, the more classical
the field appears since the fluctuations are independent of α. But the coherent
state is the most classical of all the quantum states so it is apparent that for the
field in something other than a coherent state, the expectation value of the field
may in no way appear classical-like. A number state is a very nonclassical state
and, by using representative points from its phase-space portrait, it is easy to see,
from Fig. 3.7, that the expectation value of the field is zero. But it is possible to
imagine other kinds of states having no vanishing expectation values of the field
but where fluctuations may be less than those of a coherent state in one part of
the field. These are the squeezed states to be taken up in Chapter 7.
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3.7 Density operators and phase-space probability
distributions

Recall (see also Appendix A) that for a mixture (or ensemble) of quantum states
|ψ1〉, |ψ2〉, . . . , the density operator is given as

ρ̂ =
∑

i

pi |ψi 〉 〈ψi | (3.86)

where the pi are the probabilities of finding the system in the ith member of the
ensemble and

Tr (ρ̂) =
∑

i

pi = 1. (3.87)

(For a pure state, ρ̂ = |ψ〉〈ψ |.) The expectation value of an operator Ô is given by

〈Ô〉 = Tr(Ôρ̂) =
∑

i

pi 〈ψi | Ô |ψi 〉 . (3.88)

As in Eq. (3.74), we can resolve unity in terms of the number states on both
sides of the density operator to obtain

ρ̂ =
∑

n

∑
m

|m〉ρmn 〈n| . (3.89)

All the matrix elements ρmn = 〈m|ρ̂|n〉 are required completely to determine the
operator ρ̂. The diagonal elements, Pn = ρnn , are just the probabilities of finding
n photons in the field.

On the other hand, resolving unity with coherent states on both sides of ρ̂, as
in Eq. (3.75), results in

ρ̂ =
∫∫

〈α′|ρ̂|α′′〉|α′〉〈α′′|d2α′d2α′′

π2
. (3.90)

But there is yet another way to represent ρ̂ in terms of coherent states, namely

ρ̂ =
∫

P (α) |α〉 〈α| d2α, (3.91)

where P(α) is a weight function sometimes known as the Glauber–Sudarshan P
function [2,10]. The right-hand side of Eq. (3.91) is the “diagonal” form of the
density operator and the P function is analogous to the phase-space distributions
of statistical mechanics. Here, the real and imaginary parts of α are the variables
of the phase space. P(α) must be real as ρ̂ is a Hermitian operator. Also

Trρ̂ = Tr
∫

P (α) |α〉 〈α| d2α

=
∫ ∑

n

P (α) 〈n|α〉 〈α|n〉 d2α

=
∫

P (α)
∑

n

〈α |n〉 〈n| α〉 d2α

=
∫

P (α) 〈α | α〉 d2α =
∫

P (α) d2α = 1, (3.92)

just as we would expect of a phase-space probability distribution.
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But for some quantum states of the field, P(α) can have properties quite
unlike those of any true probability distribution where one would expect to have
P(α) ≥ 0. There are quantum states for which P(α) is negative or highly singular.
In these cases, the corresponding quantum states are called “nonclassical”. In fact,
we may define a nonclassical state as a state for which the corresponding P(α)
is negative in some regions of phase space (the α-plane) or is more singular than
a delta function (the reason for the second criterion will become clear shortly).
To speak of nonclassical states of light might seem an oxymoron. After all,
aren’t all states of light quantum mechanical? Well, yes, all states of light are
quantum mechanical, but, waxing Orwellian, it turns out that some states are
more quantum mechanical than others. States for which P(α) is positive or no
more singular than a delta function are, in this sense, classical. Coherent states,
which we have already shown to be quasi-classical in that they describe states of
the field having properties close to what we would expect for classical oscillating
coherent fields, have P functions given as delta functions, as we shall show, and
are therefore classical in the sense described here. Certain effects, among them
being quadrature and amplitude (or number) squeezing, can occur only for states
for which the P functions are negative or highly singular. For that reason, the
various forms of squeezing are known as distinctly non-classical effects. These
effects will be discussed in Chapter 7.

But how do we calculate P(α)? A rather general procedure, which we follow
here, has been given by Mehta [11]. Starting with Eq. (3.91) and using coherent
state |u〉 and |−u〉, we have

〈−u |ρ̂| u〉 =
∫

P(α) 〈−u |α〉 〈α| u〉 d2α

=
∫

P(α) exp

[
−1

2
|u|2 − 1

2
|α|2 − u∗α

]

× exp

[
−1

2
|α|2 − 1

2
|u|2 + a∗u

]
d2α

= e−|u|2
∫

P(α) e−|α|2 eα∗u−αu∗
d2α. (3.93)

Now let α = x + iy and u = x ′ + iy′ so that α∗u − αu∗ = 2 i(x ′y − xy′). We
then define the Fourier transforms in the complex plane:

g(u) =
∫

f (α) eα∗u−αu∗
d2α (3.94a)

f (α) = 1

π2

∫
g (u) eu∗α−uα∗

d2α. (3.94b)

With the identifications

g (u) = e|u|2 〈−u| ρ̂ |u〉
f (α) = P(α) e−|u|2 (3.95)
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we then obtain from Eq. (3.94b)

P(α) = e|α|2

π2

∫
e|u|2 〈−u| ρ |u〉 eu∗α−uα∗

d2u. (3.96)

Care must be taken in regard to the convergence of the integral since e|u|2 → ∞
as |u| → ∞.

Now let us consider some examples. First we consider the pure coherent state
|β〉, where ρ̂ = |β〉〈β|. With

〈−u| ρ̂ |u〉 = 〈−u | β〉 〈β | u〉
= e−|β|2 e−|u|2 e−u∗β+β∗u, (3.97)

then

P (α) = e|α|2 e−|β|2 1

π 2

∫
eu∗(α−β)−u(α∗−β∗)d2u. (3.98)

But the Fourier integral is just the two-dimensional form of the Dirac delta
function:

δ2 (α − β) = δ [Re(α) − Re(β)] δ [Im(α) − Im(β)]

= 1

π2

∫
eu∗(α−β)−u(α∗−β∗)d2u (3.99)

so that

P(α) = δ2 (α − β) . (3.100)

This is the same as the distribution for a classical harmonic oscillator.
But if a coherent state is a classical-like state, the number state |n〉 is at the

other extreme, a state that cannot at all be described classically. For a pure number
state |n〉, ρ̂ = |n〉〈n| and

〈−u| ρ̂ |u〉 = 〈−u | n〉 〈n | u〉 = e−|u|2 (−u∗u)n

n!
. (3.101)

Thus

P(α) = e|α|2

n!

1

π 2

∫
(−u∗u)neu∗α−uα∗

d2u. (3.102)

The integral does not exist in terms of ordinary functions. Formally, we can write

P(α) = e|α|2

n!

∂2n

∂αn∂α∗n

1

π2

∫
eu∗α−uα∗

d2u

= e|α|2

n!

∂2n

∂αn∂α∗n
δ(2)(α). (3.103)

The derivative of the delta function, called a tempered distribution, is more
singular than a delta function, and has meaning only under the integral sign,
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e.g. for some function F(α, α∗)∫
F (α, α∗)

∂2n

∂αn∂α∗n
δ(2)(α)d2α =

[
∂2n F (α, α∗)

∂αn∂α∗n

]
α=0
α∗=0

. (3.104)

At this point we introduce the optical equivalence theorem of Sudar-
shan [10]. Suppose we have a “normally ordered” function of the operators
â and â†, G(N)(â, â†), where the annihilation operators stand to the right of the
creation operators:

Ĝ(N)(â, â†) =
∑

n

∑
m

Cnm(â†)nâm . (3.105)

(It should not be hard to guess what an antinormally ordered operator looks like!)
The average of this function is

〈G(N)(â, â†)〉 = Tr
[
Ĝ(N)(â, â†)ρ̂

]
= Tr

∫
P(α)

∑
n

∑
m

Cnm(â†)nam |α〉〈α|d2α

=
∫

P(α)
∑

n

∑
m

Cnm〈α|(â†)nam |α〉d2α

=
∫

P(α)
∑

n

∑
m

Cnmα∗n
αmd2α

=
∫

P(α)G(N)(α, α∗) d2α. (3.106)

The last line is the optical equivalence theorem: the expectation value of a
normally ordered operator is just the P function weighted average of the function
obtained from the operator by the replacements a → α and a† → α∗.

Normally ordered operators will be important later, particularly in the dis-
cussion of the photoelectric detection of light resulting from the absorption of
photons. It is useful to introduce the normal ordering operator denoted : :. For an
arbitrary function of â and â†, O(â, â†), we have

: O(â, â†) : ≡ O (N)(â, â†) (3.107)

where the commutation relations are to be disregarded. The number operator
n̂ = â†â is already normally ordered so

〈n̂〉 = 〈â†â〉 =
∫

P(α)|α|2d2α. (3.108)

But n̂2 = â†ââ†â is not normally ordered. Thus

: n̂2 : = (â†)2â2

and

〈: n̂2 :〉 = 〈(â†)2â2〉 =
∫

P(α)|α|4d2α. (3.109)
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The utility of the normal ordering operator and the optical equivalence theorem
will be evident in Chapter 7.

We can, under suitable conditions, represent other operators besides ρ̂ in the
“diagonal” coherent state form – sometimes called the P-representation. For
operator B̂, the P-representation is

B̂ =
∫

Bp (α, α∗) |α〉 〈α| d2α. (3.110)

The average of B̂ is given by

〈B̂〉 = Tr(B̂ρ̂)

=
∑

n

〈n|
∫

Bp(α, α∗) |α〉〈α|ρ̂|n〉d2α

=
∫

Bp(α, α∗) 〈α|ρ̂|α〉d2α. (3.111)

Evidently, the expectation value of the density operator with respect to the coher-
ent state also plays the role of a phase-space probability distribution. This is
usually called the Q, or Husimi, function [12]:

Q(α) = 〈α| ρ̂ |α〉/π. (3.112)

For B̂ = Î we obtain the normalization condition∫
Q(α)d2α = 1. (3.113)

Unlike the P function, the Q function is positive for all quantum states. Of course,
we can always define the corresponding Q-representation of the operator B̂ as
just the expectation value with respect to the coherent state:

BQ (α, α∗) ≡ 〈α| B̂ |α〉
= e−|α|2 ∑

n

∑
m

Bnm

(n!m!)1/2
(α∗)n (α)m (3.114)

where Bnm = 〈n|B̂|m〉. Once again, let us calculate 〈B̂〉, but now we write ρ̂ in
the P-representation:

〈B̂〉 = Tr(B̂ρ̂) = Tr
∫

B̂ P(α)|α〉〈α|d2α

=
∫

P(α)〈α|B̂|α〉d2α

=
∫

P(α)BQ(α, α∗)d2α. (3.115)

Thus if we use the P-representation of ρ̂ we need the Q-representation of B̂, or,
from Eq. (3.111), if we use the P-representation of B̂ we need the Q-representation
of ρ̂.

The Q function has the character of a probability distribution in the sense of
positivity whereas the P function is really a quasi-probability distribution.
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There is, in fact, one other important quasi-probability distribution over phase
space, namely, the Wigner function. The Wigner function seems to be the earliest
introduced of the phase-space quasi-probability distributions, making its debut
in 1932 [13]. It is defined, for an arbitrary density operator ρ̂, as

W (q, p) ≡ 1

2π h

∞∫
−∞

〈
q + 1

2
x

∣∣∣∣ρ̂
∣∣∣∣q − 1

2
x

〉
eipx

/
hdx (3.116)

where |q ± 1
2 x〉 are the eigenkets of the position operator. If the state in question

is a pure state ρ̂ = |ψ〉〈ψ | then

W (q, p) ≡ 1

2π h

∞∫
−∞

ψ∗
(

q − 1

2
x

)
ψ

(
q + 1

2
x

)
eipx

/
hdx (3.117)

where 〈q + 1
2 x | ψ〉 = ψ(q + 1

2 x), etc. Integrating over the momentum we obtain

∞∫
−∞

W (q, p) dp = 1

2π h

∞∫
−∞

ψ∗
(

q − 1

2
x

)
ψ

(
q + 1

2
x

) ∞∫
−∞

eipx
/

hdpdx

=
∞∫

−∞

ψ∗
(

q − 1

2
x

)
ψ

(
q + 1

2
x

)
δ(x)dx

= |ψ (q)|2 (3.118)

which is the probability density for position variable q. Likewise, integrating over
q we obtain

∞∫
−∞

W (q, p) dq = |ϕ(p)|2 (3.119)

where ϕ(p) is the momentum space wave related to the coordinate space wave
function ψ(q) by a Fourier transform. The right-hand side of Eq. (3.119) is, of
course, just the probability density in momentum space. But W (q, p) itself is not
a true probability distribution since it can take on negative values for some non-
classical states, as we shall show. Like the other distributions, the Wigner function
can be used to calculate averages. However, functions of the operators q̂ and p̂ to
be averaged must be Weyl, or symmetrically, ordered in terms of these operators.
For example, the classical function qp must be replaced by (q̂ p̂ + p̂q̂)/2 and

〈q̂ p̂ + p̂q̂〉 =
∫

(qp + pq) W (q, p)dqdp . (3.120)

In general, if {G(q̂, p̂)}W is a Weyl-ordered function, where the bracket { }W

means Weyl, or symmetric, ordering, then

〈{G(q̂, p̂)}W〉 =
∫

{G(q̂, p̂)}W W (q, p)dqdp (3.121)

is the corresponding phase-space average.
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3.8 Characteristic functions

Consider for a moment a classical random variable that we denote x. Suppose
that ρ(x) is a classical probability density associated with the variable X. Then it
follows that

ρ(x) ≥ 0 (3.122)

and ∫
ρ(x)dx = 1. (3.123)

The nth moment of x is defined as

〈xn〉 =
∫

dx xnρ(x). (3.124)

If all moments 〈xn〉 are known then ρ(x) is completely specified. This can be
seen by introducing the characteristic function

C (k) = 〈eik x 〉 =
∫

dx eik xρ(x)

(3.125)

=
∞∑

n=0

(ik)n

n!
〈xn〉 .

Evidently, the probability density is just the Fourier transform of the characteristic
function:

ρ (x) = 1

2π

∫
dke−ik x C(k). (3.126)

Thus, if all the moments 〈xn〉 are known, C(k) is known and thus ρ(x) is known.
On the other hand if we are given the characteristic function, we can calculate
the moments according to

〈xn〉 = 1

i n

dnC(k)

dkn

∣∣∣∣
k=0

. (3.127)

We now proceed to introduce quantum mechanical characteristic functions.
There are, in fact, three such functions, namely

CW(λ) = Tr[ρ̂ eλâ†−λ∗ â] = Tr[ρ̂ D̂(λ)] (Wigner) (3.128a)

CN(λ) = Tr[ρ̂eλâ†e−λ∗ â] (normally ordered) (3.128b)

CA(λ) = Tr[ρ̂e−λâ†eλ∗ â] (antinormally ordered). (3.128c)

These functions are related through the disentangling theorem of Eq. (3.32)
according to

CW(λ) = CN(λ) e− 1
2 |λ|2 = CA(λ) e

1
2 |λ|2 . (3.129)
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Furthermore, it is easy to show that

〈(â†)mân〉 = Tr[ρ̂(â†)mân] = ∂ (m+n)

∂λm∂(−λ∗)n
CN(λ)

∣∣∣∣
λ=0

(3.130a)

〈âm(â†)n〉 = Tr[ρ̂ âm(â†)n] = ∂ (m+n)

∂λn∂(−λ∗)m
CA(λ)

∣∣∣∣
λ=0

(3.130b)

〈{(â†)mân}W〉 = Tr[ρ̂ {(â†)mân}W] = ∂ (m+n)

∂λm∂(−λ∗)n
CW(λ)

∣∣∣∣
λ=0

. (3.130c)

Instead of the three different characteristic functions, we can introduce the
s-parameterized function of Cahill and Glauber [14]:

C(λ, s) = Tr[ρ̂ exp(λâ† − λ∗â + s|λ|2/2)] (3.131)

such that C(λ, 0) = CW(λ), C(λ, 1) = CN(λ), and C(λ, −1) = CA(λ).
The connections between these characteristic functions and the various quasi-

probability distributions will now be made. For example, the antinormally ordered
characteristic function may be written as

CA(λ) = Tr[ρ̂e−λ∗ âeλâ† ]

= Tr[eλâ† ρ̂ e−λ∗ â]

= 1

π

∫
d2α〈α|eλâ† ρ̂ e−λ∗ â |α〉

=
∫

d2α Q(α)eλα∗−λ∗α, (3.132)

which is just a two-dimensional Fourier transform of the Q function. The inverse
Fourier transform yields:

Q(α) = 1

π2

∫
CA(λ)eλ∗α−λα∗

d2λ. (3.133)

Now consider the normally ordered characteristic function. Writing ρ̂ in the
P-representation we have

CN(λ) = Tr[ρ̂ eλâ†e−λ∗ â]

=
∫

P(α)〈α| eλâ†e−λ∗ â |α〉d2α

=
∫

P(α) eλα∗−λ∗αd2α (3.134)

which is just the Fourier transform of the P function. The inverse transform
yields

P(α) = 1

π2

∫
eλ∗α−λ α∗

CN(λ)d2λ. (3.135)

And finally, and perhaps to no great surprise, it turns out that the Wigner
function may be obtained as the Fourier transform of the Weyl-ordered
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characteristic function:

W (α) ≡ 1

π 2

∫
exp(λ∗α − λα∗) CW(λ)d2λ

(3.136)
= 1

π 2

∫
exp(λ∗α − λα∗) CN(λ)e−|λ|2/.2 d2λ.

This definition is equivalent to the previous one with the proper interpretation of
variables.

As an application of the characteristic function, we now derive the P function
corresponding to the thermal, or chaotic, state of the field. Recall that the field in
this case is a mixed state given by density operator ρ̂Th of Eq. (2.144). We first
calculate the Q function for this density operator according to

Q(α) = 〈α|ρ̂Th|α〉/π
= 1

π
e−|α|2 ∑

n

∑
m

〈m|ρ̂Th |n〉 (α∗)m αn

(m!n!)1/2

= e−|α|2

π (1 + n̄)

∑
m

(
n̄

1 + n̄

)n (α∗α)n

n!

= 1

π (1 + n̄)
exp

(
− |α|2

1 + n̄

)
, (3.137)

where n̄ for the thermal state is given by Eq. (2.141). Then from Eq. (3.132) we
have

CA(λ) = 1

π (1 + n̄)

∫
d2α exp

(
− |α|2

1 + n̄

)
eλα∗−λ∗α. (3.138)

Now letting α = (q + i p)/
√

2, λ = (x + iy)/
√

2 where d2α = dqdp/2 we
have

CA(x, y) = 1

2π (1 + n̄)

∫
exp

[
− (q2 + p2)

2(1 + n̄)

]
(3.139)

× exp[i(yq − xp)]dqdp.

Using the standard Gaussian integral∫
e−as2

e±βsds =
√

π

a
eβ2/

4a, (3.140)

we straightforwardly obtain

CA(λ) = exp[−(1 + n̄)|λ|2] . (3.141)

But from Eq. (3.129) we have CN(λ) = CA(λ) exp(|λ|2) and thus from
Eq. (3.135) we finally obtain

P (α) = 1

π 2

∫
exp(−n̄|λ|2) eλ∗α−λα∗

d2λ

= 1

π n̄
exp

(
−|α|2

n̄

)
. (3.142)

This is Gaussian so it may be interpreted as a true probability distribution.
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Fig. 3.9. Q function for (a) a coherent state with n̄ = 10, (b) a number state with n = 3.
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Finally, to conclude this chapter, we examine the Q and Wigner functions for
the most classical of the quantum states, the coherent state, and for the most
quantum-mechanical state, the number state. For the coherent state ρ̂ = |β〉〈β|
one easily has the Q function

Q(α) = 1

π
|〈α | β〉|2 = 1

π
exp(−|α − β|2), (3.143)

whereas for the number state ρ̂ = |n〉〈n|,

Q(α) = 1

π
|〈α | n〉|2 = 1

π
exp(−|α|2)

|α|2n

n!
. (3.144)

Setting α = x + iy, we plot these as functions of x and y in Fig. 3.9.
The Q function of the coherent state is just a Gaussian centered at β while

the state for a number state is rather annular of center radius r ∼ n. Note how
these functions correlate with the phase-space figures introduced in Section 3.6.
The corresponding Wigner functions, obtained from Eq. (3.136), are

W (α) = 2

π
exp(−2|α − β|2) (3.145)

for the coherent state |β〉, and for a number state |n〉
W (α) = 2

π
(−1)n Ln(4|α|2) exp(−2|α|2), (3.146)

where Ln(ζ ) is a Laguerre polynomial. (The derivation of these functions is left
as an exercise. See Problem 3.12.) We plot these functions in Fig. 3.10, again
with α = x + iy. Evidently, the Q and Wigner functions for the coherent state
are identical apart from an overall scale factor. But for the number state we see
that the Wigner function oscillates and becomes negative over a wide region of
phase space. The Q function, of course, can never become negative. It is always
a probability distribution. But the Wigner function is not always positive, the
Wigner function of the number state being a case in point, in which case it is
not a probability distribution. A state whose Wigner function takes on negative
values over some region of phase space is nonclassical. However, the converse is
not necessarily true. A state can be nonclassical yet have a non-negative Wigner
function. As we said earlier, for nonclassical states, the P function becomes
negative or more singular than a delta function over some region of phase space.
The squeezed states are strongly nonclassical in this sense, as we shall discuss in
Chapter 7, yet their Wigner functions are always positive. Nevertheless, for these
and other nonclassical states, the Wigner function is still of primary interest
as the P function generally cannot be written down as a function in the usual
sense, whereas this can always be done for the Wigner function. Furthermore,
the Wigner function can be more sensitive to the quantum nature of some states
than can the Q function, as we have seen for the number state. More importantly,
as we shall see in Chapter 7 (and below in Problem 12), the Wigner function can
display the totality of interference effects associated with a quantum state [15].
Finally, it happens that it is possible to reconstruct the Wigner from experimental
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data, a procedure known as quantum-state tomography [16]. A discussion of this
procedure would take us beyond the scope of this book, but we refer the reader
to the references and bibliography for this chapter.

Problems

1. Investigate the possible existence of right eigenstates of the creation operator â†.

2. Show, perhaps with the help of phase-space graphics, for a coherent state |α〉, of

average photon number n̄ = |α|2, that the phase uncertainty for the state is �φ =
1/(2n̄)1/2 if n̄ � 1.

3. Complete the derivation of the wave function for the coherent state given by Eq. (3.47).

4. Prove the following identities:

â† |α〉 〈α| =
(

α∗ + ∂

∂α

)
|α〉 〈α| ,

|α〉 〈α| â =
(

α + ∂

∂α∗

)
|α〉 〈α| .

5. Verify Eq. (3.16), that the quantum fluctuations of the field quadrature operators are

the same as for the vacuum when the field is in a coherent state.

6. For a coherent state |α〉, evaluate the factorial moments

〈n̂ (n̂ − 1) (n̂ − 2) . . . (n̂ − r + 1)〉 .

7. For a coherent state |α〉 evaluate the sine and cosine operators of Eqs. (2.211) and

their squares. (You will not get closed forms.) Examine the limit where the average

photon number n̄ = |α|2 � 1. Then examine the uncertainty products of Eqs. (2.215)

and (2.216) in this limit.

8. Consider again the exponential phase operator Ê = (n̂ + 1)−1/2â. (a) Seek normalized

right eigenstates |z〉 of this operator satisfying the equation Ê |z〉 = z|z〉 where z is

a complex number. Is there a restriction on the range of |z|? (b) Can one resolve

unity with these states? (c) Examine the states for the case where |z| → 1. How is

this special case related to the phase states |φ〉 of Eq. (2.221)? Is there a conflict with

Eq. (2.223)? (d) Obtain the photon number distribution for this state and express it

in terms of the average photon number n̄ for the state. Does it look like anything you

may have already seen in this book? (e) Obtain the phase distribution for |z〉.
9. Work out the normally ordered variance of the photon number operator, 〈: (�n̂)2 :〉 ≡

〈: n̂2 :〉 − 〈: n̂ :〉2, where : n̂ := n̂ = â†â is already normally ordered, in terms of the

P function. Show that for a coherent state 〈: (�n̂)2 :〉 = 0. Suppose now that for some

quantum state we find that 〈: (�n̂)2 :〉 < 0. What does this say about the P function

for the state? Can such a state be considered a classical state?

10. Work out the normally ordered variances 〈: (�X̂ )2
i :〉, i = 1, 2, of the quadrature oper-

ators in terms of the P function. Show that these variances vanish for a coherent state.

Examine the conditions under which some quantum state might yield 〈: (�X̂ )2
i :〉 < 0

for either i = 1 or 2. Can this condition hold simultaneously for both quadratures?
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11. Show that the two expressions given for the Wigner function, Eqs. (3.116) and (3.136),

are equivalent.

12. Carry through the derivation of the Wigner functions of Eqs. (3.145) and (3.146) for

the coherent state and the number state, respectively.

13. Consider the superposition state

|ψ〉 = 1√
2

(|β〉 + |−β〉)

where the |±β〉 are coherent states. (a) Show that this state is normalized for the case

where |β|2 � 1. (b) Obtain the photon number probability distribution. (c) Obtain the

phase distribution. (d) Obtain the Q and Wigner functions for this state and display

them as three-dimensional plots. Is |ψ〉 a classical state?

14. Show that for some state |ψ〉, the Wigner function can be written in the form

W (α) = 2

π

∞∑
n=0

(−1)n 〈ψ | D̂ (α) |n〉 〈n| D̂† (α) |ψ〉 .
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C. R. Stroud, Jr., Phys. Rev. A, 42 (1990), 6308.

[8] See L. W. Ryder, Quantum Field Theory, 2nd edition (Cambridge: Cambridge

University Press, 1996), p. 178.

[9] I. Segal, Illinois J. Math., 6 (1962), 500; V. Bargmann, Commun. Pure Appl. Math., 14

(1961), 187.

[10] E. C. G. Sudarshan, Phys. Rev. Lett., 10 (1963), 277.

[11] C. L. Mehta, Phys. Rev. Lett., 18 (1967), 752.

[12] Y. Kano, J. Math. Phys., 6 (1965), 1913; C. L. Mehta and E. C. G. Sudarshan, Phys.

Rev., 138 (1965), B274; R. J. Glauber, in Quantum Optics and Electronics, edited by C.

Dewitt, A. Blandin and C. Cohen-Tannoudji (New York: Gordon and Breach, 1965),

p. 65.

[13] E. P. Wigner, Phys. Rev., 40 (1932), 794.

[14] K. E. Cahill and R. J. Glauber, Phys. Rev., 177 (1969), 1882.

[15] G. S. Agarwal, Found. Phys., 25 (1995), 219.

[16] See K. Vogel and H. Risken, Phys. Rev. A, 40 (1989), 2847; D. T. Smithey, M. Beck,

M. G. Raymer and A. Faridani, Phys. Rev. Lett., 70 (1993), 1244; K. Banaszek,

C. Radzewicz, K. Wodkiewicz and J. S. Krasinski, Phys. Rev. A, 60 (1999), 674.



Bibliography 73

Bibliography

Coherent states

J. R. Klauder and B.-S. Skagerstam (editors), Coherent States: Applications in Physics and

Mathematical Physics (Singapore: World Scientific, 1985).

W.-M. Zhang, D. H. Feng and R. Gilmore, Rev. Mod. Phys., 62 (1990), 867.

Quasi-probability distributions

G. S. Agarwal and E. Wolf, Phys. Rev. D, 2 (1970), 2161.

M. Hillery, R. F. O’Connell, M. O. Scully and E. P. Wigner, Phys. Rep., 106 (1984), 121.

Quantum-state tomography

M. G. Raymer, Contemp. Phys., 38 (1997), 343.

U. Leonhardt, Measuring the Quantum State of Light (Cambridge: Cambridge University

Press, 1997).



Chapter 4
Emission and absorption of radiation
by atoms

In this chapter, we first discuss atom–field interactions using quantum mechanical
perturbation theory for a classical driving field and then for a quantum mechan-
ical field. In the latter case, spontaneous emission appears as a fully quantum-
mechanical phenomenon. We then examine the so-called Rabi model, a model of a
“two-level” atom interacting with a strong near-resonant classical field, introduce
the rotating wave approximation, and then introduce the fully quantum mechan-
ical Rabi model, better known as the Jaynes–Cummings model. Differences in
the evolution predicted by the two-models are drawn out, where we show that the
Jaynes–Cummings model predicts behavior that has no semiclassical analog and
that depends entirely on the discreteness of photons. Finally, we study an exten-
sion of the Jaynes–Cummings model, the dispersive model, for the case where
the quantized field is far out-of-resonance with the atomic transition frequency.
This will eventually allow us to describe how superpositions of different coherent
states of the field, states known as Schrödinger cat states, can be generated from
atom–field interactions.

4.1 Atom–field interactions

To begin, let us suppose that the Hamiltonian of an electron bound to an atom in
the absence of external fields, in the configuration representation, is given by

Ĥ 0 = 1

2m
P̂

2 + V (r ) (4.1)

where V (r ) is the usual Coulomb interaction binding the electron to the nucleus
and r = |r|. In the configuration space representation P̂ = −i∇, r̂|r〉 = r|r〉 and
the wave functions are given by ψ(r) = 〈r | ψ〉. We assume that energy eigen-
states |k〉 of Ĥ 0, satisfying the time-independent Schrödinger equation

Ĥ 0ψ
(0)
k (r) = Ekψ

(0)
k (r), (4.2)

where 〈r | k〉 = ψ
(0)
k (r), are known. In the presence of external fields the Hamil-

tonian is modified to

Ĥ (r, t) = 1

2m
[P̂ + eA(r, t)]2 − e �(r, t) + V (r ) (4.3)
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4.1 Atom–fieldinteractions 75

where A(r, t) and �(r, t) are the vector and scalar potentials respectively of the
external field and where −e is the electron charge, e taken to be positive. The
fields themselves are given by

E(r, t) = −∇�(r, t) − ∂A(r, t)

∂t
,

(4.4)
B(r, t) = ∇ × A(r, t),

and are invariant under the gauge transformations

�′(r, t) = �(r, t) − ∂χ (r, t)

∂t
,

(4.5)

A′(r, t) = A(r, t) + ∇χ (r, t).

The time-dependent Schrödinger equation is

Ĥ (r, t)�(r, t) = i h
∂�(r, t)

∂t
. (4.6)

In order eventually to simplify the form of the atom–field interaction, we define
a unitary operator R̂ such that � ′(r, t) ≡ R̂ �(r, t). We have

Ĥ ′� ′(r, t) = i h
∂� ′(r, t)

∂t
(4.7)

where

Ĥ ′ = R̂ Ĥ R̂† + i h
∂ R̂

∂t
R̂†. (4.8)

We now choose R̂ = exp(−ieχ (r, t)/h) so that (using P̂ = −i h∇)

Ĥ ′ = 1

2m
[P̂ + eA′]2 − e �′ + V (r ) (4.9)

where A′ and �′ are given by Eq. (4.5). At this point we make a definite choice
of gauge, namely the Coulomb (or radiation) gauge, for which � = 0 and A
satisfies the transversality condition ∇ · A = 0. The vector potential A, for no
sources near the atom, satisfies the wave equation

∇2A − 1

c2

∂2A

∂t2
= 0. (4.10)

This choice of gauge is not relativistically invariant, in contrast to the Lorentz
gauge, but the domain of quantum optics is, for the most part, nonrelativistic so
that no inconsistency will be introduced. The Coulomb gauge has the advantage
that the radiation field is completely described by the vector potential, as is
obvious from Eq. (4.3), which, in this gauge, reads

Ĥ (r, t) = 1

2m
[P̂ + eA(r, t)]2 + V (r )

(4.11)

= P̂2

2m
+ e

m
A · P̂ + e2

2m
A2 + V (r ).
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Equation (4.9) now reads

Ĥ ′(r, t) = 1

2m
[P̂ + e(A + ∇χ )]2 + e

∂χ

∂t
+ V (r ). (4.12)

The solution of the wave equation (4.10) has the form

A = A0 ei(k·r−ωt) + c.c. (4.13)

where |k| = 2π/λ is the wave vector of the radiation. For |r| of typical atomic
dimensions (a few Ångströms) and λ of typical optical wavelengths (a few hun-
dred nanometers in the range 400–700 nm), k · r � 1 so that over the extent of an
atom, the vector potential is spatially uniform, A(r, t) � A(t). This is the so-called
dipole approximation. We now choose the gauge function χ (r, t) = −A(t) · r.
With this choice,

∇χ (r, t) = −A(t),

(4.14)∂χ

∂t
(r, t) = −r · ∂A

∂t
= −r · E(t),

and thus

Ĥ ′ = P̂2

2m
+ V (r ) + e r · E(t). (4.15)

This equation contains only one interaction term (within the dipole approxima-
tion) as opposed to the two terms of Eq. (4.11). We shall work with Ĥ ′ in all that
follows, the interaction being in what is sometimes called the “length” gauge. The
quantity −er is the dipole moment: d = −er. In general, i.e. for an unspecified
representation, the dipole moment is an operator, d̂. We shall denote it as such in
what follows. Thus we write

Ĥ ′ = Ĥ 0 − d̂ · E(t) (4.16)

where Ĥ 0 is given by Eq. (4.1).

4.2 Interaction of an atom with a classical field

So far, we have not specified the nature of the interacting field and have not even
stated whether we consider the field to be classical or quantum mechanical. The
derivation leading to Eq. (4.16) is valid for both classical and quantum fields. But
eventually we want to demonstrate differences in the way an atom behaves when
interacting with classical or quantum fields. With that in mind, we first turn to the
case when an atom is driven by a classical sinusoidal electric field.

We assume that the field has the form E(t) = E0 cos(ω t), ω being the fre-
quency of the radiation, and that this field is abruptly turned on at t = 0. The
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4.2 Interaction of an atom with a classical field 77

dipole approximation, where we assume that k · r � 1 over the atom, has already
been made. We further assume that the initial state of the atom is |i〉 where
Ĥ 0|i〉 = Ei |i〉. For times t > 0 we expand the state vector |ψ(t)〉 in terms of the
complete set of uncoupled atomic states |k〉:

|ψ(t)〉 =
∑

k

Ck(t)e−i Ek t/h |k〉, (4.17)

where the time-dependent amplitudes Ck(t) satisfy the normalization require-
ment

∑
k

|Ck(t)|2 = 1. (4.18)

Substituting this expansion into the time-dependent Schrödinger equation

i h
∂|ψ(t)〉

∂t
=

(
Ĥ 0 + Ĥ (I)

)
|ψ(t)〉, (4.19)

where H (I) = −d̂ · E(t), then multiplying from the left by 〈l|ei El t/h leads to the
set of coupled first-order differential equations for the amplitudes

Ċl (t) = − i

h

∑
k

Ck(t)〈l|Ĥ (I)|k〉eiωl k t (4.20)

where the ωlk = (El − Ek)/h are the transition frequencies between levels l and
k. These equations are, so far, exact and need to be solved subject to the initial
condition Ci (0) = 1, only state |i〉 being initially populated. As time goes forward,
population will be lost from state |i〉 and increased in some initially unpopulated
state | f 〉, i.e. the amplitude C f (t) increases. The probability for the atom to make
a transition from state |i〉 to state | f 〉 in time t is given by

Pi→ f (t) = C∗
f (t)C f (t) = |C f (t)|2. (4.21)

The equations for the amplitudes are solvable only for very simple cases. These
days, of course, one might solve the set of differential equations numerically, but
in the case of a driving field that in some sense is “weak”, we can use a time-
dependent perturbation theory [1] approach to the problem. “Weak” in this case
means that |E0| is small, or actually, that |〈 f |d̂ · E0|i〉| is small. As a matter of
bookkeeping, we write the interaction Hamiltonian as λĤ (I), where λ is treated as
a number in the range 0 ≤ λ ≤ 1. (At the end of the calculations we will always
take λ → 1.) We then expand the probability amplitude for, say, state |l〉 in the
power series

Cl (t) = C (0)
l (t) + λC (1)

l (t) + λ2C (2)
l (t) + · · · (4.22)



78 Emission and absorption of radiation by atoms

Inserting such expansions into Eqs. (4.20) and equating like powers of λ we
obtain, up to second order,

Ċ (0)
l = 0, (4.23)

Ċ (1)
l = − i

h

∑
k

C (0)
k H (I)

lk (t)eiωlk t , (4.24)

Ċ (2)
l = − i

h

∑
k

C (1)
k H (I)

lk (t)eiωlk t , (4.25)

where H (I)
lk (t) ≡ 〈l|Ĥ (I)(t)|k〉. Note the general pattern that relates the nth order

to the (n − 1)th order:

Ċ (n)
l = − i

h

∑
k

C (n−1)
k (t)H (I)

lk (t)eiωlk t . (4.26)

The essential assumption underlying the perturbation-theory approach is that
the driving field is so weak that the atomic populations change very little. That
is, if Ci (0) = 1, C f (0) = 0 ( f 
= i) then for t > 0, to a good approximation
Ci (t) ≈ 1,|C f (t)| � 1 ( f 
= i). Thus, in the first-order equation (4.24), the only
term surviving the sum on the right-hand side is for k = i yielding

Ċ (1)
f (t) = − i

h
H (I)

f i (t)eiω f i t C (0)
i (t) (4.27)

or

C (1)
f (t) = − i

h

t∫
0

dt ′ H (I)
f i (t ′)eiω f i t ′C (0)

i (t ′). (4.28)

Inserting this result into the second-order equation, Eq. (4.25), we obtain

C (2)
f (t) = − i

h

∑
l

t∫
0

dt ′ H (I)
f l (t ′)eiω f l t ′C (1)

l (t ′)

=
(

− i

h

)2 ∑
l

t∫
0

dt ′
t ′∫

0

dt ′′ H (I)
f l (t ′)eiω f l t ′

× H (I)
li (t ′′)eiωli t ′′C (0)

i (t ′′). (4.29)

Equation (4.28) gives the amplitude for a transition from state |i〉 to state | f 〉
while Eq. (4.29) gives the amplitude for a transition from state |i〉 to states {|l〉}
then to state | f 〉. The total transition probability from state |i〉 to state | f 〉 is

Pi→ f (t) =
∣∣∣C (0)

f (t) + C (1)
f (t) + C (2)

f (t) + · · ·
∣∣∣2

. (4.30)

Now the dipole moment operator d̂ has nonvanishing matrix elements only
between states of opposite parity. Thus the first-order correction to the amplitude
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of the initial state vanishes:

C (1)
i (t) = − i

h

t∫
0

dt ′ H (I)
i i (t ′)C (0)

i (t ′) = 0 (4.31)

because H (I)
i i (t) = 0. Therefore, to first order Ci (t) = C (0)

i (t) = 1 so that

C (1)
f (t) = − i

h

t∫
0

dt ′ H (I)
f i (t

′) eiω f i t ′ . (4.32)

With H (I) = −d̂ · E0 cos ωt , and by expanding the cosine in terms of exponen-
tials, this integrates to

C (1)
f (t) = 1

2 h
(d̂ · E0) f i

×
{(

ei(ω+ω f i )t − 1
)

(ω + ω f i )
−

(
e−i(ω−ω f i )t − 1

)
(ω − ω f i )

}
, (4.33)

where (d̂ · E0) f i = 〈 f |d̂ · E0|i〉. If the frequency of the radiation, ω, is near
resonance with the atomic transition frequency ω f i , the second term clearly
dominates the first. Therefore we may drop the “antiresonant” first term, making
the so-called “rotating wave approximation” (RWA), familiar in the context of
magnetic resonance [2]. Thus we have to first order the transition probability

P (1)
i→ f (t) =

∣∣∣C (1)
f (t)

∣∣∣2
= |(d̂ · E0) f i |2

h2

sin2(�t/2)

�2
(4.34)

where � = ω − ω f i is the “detuning” between the radiation field and the atomic
transition. When � 
= 0, P (1)

i→ f (t) maximizes at

(
P (1)

i→ f

)
max

= |(d̂ · E0) f i |2
h2

1

�2
. (4.35)

For the case of exact resonance, � = 0,

(
P (1)

i→ f

)
max

= |(d̂ · E0) f i |2
4 h2

t2 · (4.36)

For the perturbation expansion to be valid we must have (P (1)
i→ f )max � 1. For

the off-resonance case, this places conditions on both |(d̂ · E0) f i | and �. For the
resonant case, Eq. (4.36) is valid only for very short times. In Fig. 4.1 we plot the
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Fig. 4.1. A plot of P (1)
i→ f (t)

versus time for small and
large detunings �.

− −

Fig. 4.2. The transition
probability P (1)

i→ f (t) as a
function of �.

evolution of the probability distribution P (1)
i→ f (t) for both small detuning (� ≈ 0)

and large detuning. The latter is periodic. The transition probability P (1)
i→ f (t) is a

sharply peaked function of the detuning at � = 0 as shown in Fig. 4.2. The width
of the peak is proportional to t−1 while the height is proportional to t2. Thus the
area under the peak is proportional to t. In fact

∞∫
−∞

sin2(�t/2)

�2
d(�) = π

2
t. (4.37)

Furthermore, in the limit when � ≈ 0 and t � 2π/ω f i , the function in the
integrand of Eq. (4.37) may be approximated by a Dirac delta function:

lim
t→∞

sin2(�t/2)

�2
= π

2
t δ(�), (4.38)
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although the limit t → ∞ is, in fact, actually constrained by the requirement that
the right-hand side of Eq. (4.35) be � l. In this case the transition probability is

P (1)
i→ f (t) = π

2

|(d̂ · E0) f i |2
h2

t δ(ω − ω f i ). (4.39)

We define the time-independent transition probability rate as

Wi→ f = P (1)
i→ f

t
= π

2

|(d̂ · E0) f i |2
h2

δ(ω − ω f i ). (4.40)

In practice, there will be a broad range of final states | f 〉 accessible from the
initial state, and the driving field will not be monochromatic so that a range of
frequencies will have to be summed or integrated over to obtain the total transition
rate. If [ f ] represents a set of accessible final states, then the transition rate for a
monochromatic field is

Wi→[ f ] = π

2

∑
[ f ]

|(d̂ · E0) f i |2
h2

δ(ω − ω f i ). (4.41)

This expression is often famously called Fermi’s Golden Rule [3].
Now suppose that the light irradiating the atom is from a lamp emitting a

broad range of frequencies where there is no phase relationship between the
different frequency components. The amplitude of the light will now be frequency
dependent so that the transition probability rate induced by all the frequency
components must be

P (1)
i→ f (t)

t
= 1

h2

∫
dω

sin2(�t/2)

�2
F(ω) (4.42)

where

F(ω) ≡ |〈 f |d̂ · E0(ω)|i〉|2. (4.43)

If the function F(ω) is broadband and varies slowly with ω in comparison to
(sin2 (�t/2)/�2), then F(ω) can be replaced by its resonance value F(ω f i ) and
taken outside the integral so that

P (1)
i→ f (t) = π

2 h2
F(ω f i ) t. (4.44)

Thus the transition rate is

Wi→ f = π

2 h2
F(ω f i ). (4.45)

The spread of frequencies results in the washing out, or dephasing, of the oscilla-
tions seen in Fig. 4.1. This happens because of the lack of phase relations between
the various frequency components – the light is incoherent. If the atom is driven
by a coherent light field, such as from a laser, dephasing does not occur and



82 Emission and absorption of radiation by atoms

the perturbative time-independent transition rates above generally do not ade-
quately describe the dynamics. We postpone a discussion of driving the atom by
a coherent laser field until Section 4.4.

4.3 Interaction of an atom with a quantized field

In the preceding discussion, we made no assumption regarding the relative posi-
tions of the energy levels i and f. Transitions between the levels occur with
some nonzero probability as long as E0 
= 0 whether Ei < E f or Ei > E f . As
we will show, when the field is quantized, transitions will occur for the case
Ei > E f even when no photons are present – the so-called spontaneous emis-
sion. This is only one of several differences that will appear in the atom–field
dynamics in the comparison between cases when the field is quantized and when it
is not.

We consider a single free-space field mode of the form given by Eq. (2.130)

Ê(t) = i

(
hω

2ε0V

)1/2

e[âe−iω t − âeiω t ] (4.46)

where the dipole approximation has been made. This operator is in the Heisenberg
picture but we are going to be working in the Schrödinger picture where the field
operator is

Ê = i

(
hω

2ε0V

)1/2

e(â − â†). (4.47)

The free Hamiltonian Ĥ 0 now must be

Ĥ 0 = Ĥ atom + Ĥ field (4.48)

where Ĥ atom is just the free-atom Hamiltonian as before and Ĥ field is the free-field
Hamiltonian hω â†â, where the zero-point term has been dropped as it does not
contribute to the dynamics. The interaction Hamiltonian becomes

Ĥ (I) = −d̂ · Ê = −i

(
hω

2ε0V

)1/2

(d̂ · e)(â − â†)

(4.49)
= −d̂ · E0(â − â†)

where E0 = i( hω/2ε0V )1/2e.
Because both atomic and field systems are now quantized, the states of the

combined system will involve products of states of both systems. Suppose the
initial state of the atom–field system is |i〉 = |a〉|n〉 where |a〉 is the initial
state of the atom and the field contains n photons. The perturbation interac-
tion of the quantized field causes a transition to the state | f1〉 = |b〉|n − 1〉,
where |b〉 is another atomic state, by the absorption of a photon or to the state
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| f2〉 = |b〉|n + 1〉 by the emission of a photon. The energies of these states
are,

for |i〉 = |a〉|n〉, Ei = Ea + n hω, (4.50a)

for | f1〉 = |b〉|n − 1〉, E f1 = Eb + (n − 1) hω, (4.50b)

for | f2〉 = |b〉|n + 1〉, E f2 = Eb + (n + 1) hω, (4.50c)

where Ea and Eb are the energies of the atomic states |a〉 and |b〉 respectively.
The perturbation given by Eq. (4.49) is now time independent. The matrix

elements of the interaction are as follows:

〈 f1|Ĥ (I)|i〉 = 〈b, n − 1|Ĥ (I)|a, n〉
= −(d̂ · E0)ba

√
n, (absorption) (4.51)

and

〈 f2|Ĥ (I)|i〉 = 〈b, n + 1|Ĥ (I)|a, n〉
= (d̂ · E0)ba

√
n + 1, (emission) (4.52)

where

(d̂ · E0)ab = 〈a|d̂|b〉 · E0 ≡ dab · E0 (4.53)

the factor 〈a|d̂|b〉 = dab being the dipole matrix element between states |a〉 and
|b〉. In comparison with the semiclassical case, two things are noteworthy here.
The absence of photons (n = 0) precludes absorption, just as one might expect.
This is obviously in agreement with the case of a classical driving field – no field,
no transitions. But in the case of emission, according to Eq. (4.52), transitions
may occur even when no photons are present. This is spontaneous emission
and it has no semiclassical counterpart. If n > 0, the emission of an additional
photon is called stimulated emission, this process being the essential one for the
operation of the laser (or LASER: Light Amplification by Stimulated Emission of
Radiation). The rates of emission and absorption are proportional to the moduli
squared of the above matrix elements for the respective processes. The ratio of
these rates is ∣∣∣〈 f2|Ĥ (I)|i〉

∣∣∣2

∣∣∣〈 f1|Ĥ (I)|i〉
∣∣∣2 = n + 1

n
, (4.54)

a result to be used shortly.
The perturbation method developed previously can still be used with appro-

priate modifications to accommodate the fact that the field is now quantized. The
Schrödinger equation still has the form of Eq. (4.19) but where now Ĥ 0 is given
by Eq. (4.48) and Ĥ (I) by Eq. (4.49). Ignoring all other atomic states except |a〉
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and |b〉, the state vector can be written as

|ψ(t)〉 = Ci (t)|a〉|n〉e−i Ea t/he−inω t

+ C f1 (t)|b〉|n − 1〉e−i Ebt/he−i(n−1)ω t

+ C f2 (t)|b〉|n + 1〉e−i Ebt/he−i(n+1)ω t (4.55)

where, assuming that |ψ(0)〉 = |a〉|n〉, Ci (0) = 1 and C f 1(0) = C f 2(0) = 0. Fol-
lowing the perturbative method used before, we obtain the first-order correction
for the amplitudes C f 1 and C f 2 associated with the atom being in state |b〉:

C (1)
f 1(t) = − i

h

t∫
0

dt ′〈 f1|Ĥ (I)|i〉ei(E f 1−Ei )t/h,

(4.56)

C (1)
f 2(t) = − i

h

t∫
0

dt ′〈 f2|Ĥ (I)|i〉ei(E f 2−Ei )t/h,

where the former is associated with absorption and the latter with emission. The
amplitude associated with the atom being in the state |b〉, regardless of how it
got there, is just the sum of the amplitudes in Eqs. (4.56), i.e. C (1)

f = C (1)
f 1 + C (1)

f 2.
From Eqs. (4.50) we obtain

C (1)
f (t) = i

h
(d̂ · E0)ab


(n + 1)1/2

[
ei(ω+ωba )t − 1

]
(ω + ωba)

− n1/2

[
ei(ω−ωba )t − 1

]
(ω − ωba)


 (4.57)

where ωba = (Eb − Ea)/h and where the first term is due to emission and the
second to absorption. If the number of photons is large, n � 1, then we can
replace

√
n + 1 by

√
n in the first term and then Eqs. (4.57) and (4.33) are essen-

tially the same, there being the correspondence between the classical and quantum
field amplitudes (E0)cl ↔ (2iE0

√
n)quantum. This correspondence between quan-

tum and classical fields has its limits, one being the case when n = 0, as already
discussed.

If |b〉 is the excited state then ωba > 0 so if ω ∼ ωba then the first term of
Eq. (4.51) can be dropped, which is again the rotating wave approximation. Of
course, if |a〉 is the excited state, then ωba < 0 and if ω ∼ −ωba , the second
term of Eq. (4.57) can be dropped, and we notice that the remaining term does
not vanish even when n = 0, the transition between |a〉 and |b〉 taking place by
spontaneous emission. Thus the rotating wave approximation carries over into
the case where the field and the atom are quantized. It can be shown that Fermi’s
Golden Rule carries over in a similar fashion.

We conclude this section with a field-theoretic derivation of the Planck distri-
bution law. Suppose we have a collection of atoms interacting resonantly with a
quantized field of frequency ω = (Ea − Eb)/h,where |a〉 and |b〉 are the atomic
states with Ea > Eb. We let Na and Nb represent the populations of atoms in
states |a〉 and |b〉 respectively. Further, we let Wemis represent the transition rate
due to photon emission and Wabs the transition rate due to photon absorption.
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Because the atoms are constantly emitting and absorbing photons, the atomic
populations change with time according to

d Na

d t
= −Na Wemis + NbWabs

(4.58)
d Nb

d t
= −NbWabs + Na Wemis.

At thermal equilibrium, we have

d Na

d t
= 0 = d Nb

d t
(4.59)

and thus we obtain

Na Wemis = NbWabs. (4.60)

But, according to Boltzmann,

Nb

Na
= exp[(Ea − Eb)/kT ] = exp( hω/kT ), (4.61)

and from Eq. (4.57) we have that

Nb

Na
= Wemis

Wabs
= n + 1

n
. (4.62)

Thus from Eqs. (4.61) and (4.62) it follows that

n = 1

exp( hω/kT ) − 1
, (4.63)

in agreement with Eq. (2.141) if we replace n by n̄ in Eq. (4.63) to incorporate
the fact that we cannot assume a definite number of photons.

Let us compare this derivation to the one given by Einstein [4] before quantum
electrodynamics was even invented. His derivation is similar to the above but
explicitly makes the distinction between spontaneous and stimulated emission.
He introduced the coefficients A, B, and C having the following meanings: ANa is
the growth rate of the population in state |b〉 owing to spontaneous emission from
state |b〉 (A being the rate of spontaneous emission); BU (ω)Na is the growth rate
of the population of state |b〉 owing to stimulated emission from |a〉, U (ω) being
the spectral energy density of the field; and CU (ω)Nb is the rate of growth of state
|a〉 as the result of absorption by atoms in state |b〉. Note that the spontaneous
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emission term is independent of U (ω). The rate equations for the populations are
now

d Na

d t
= −[A + BU (ω)]Na + CU (ω)Nb

(4.64)
d Nb

d t
= −CU (ω)Nb + [A + BU (ω)]Na .

At long times, the populations reach a steady state and the derivatives on the
left-hand sides vanish to yield

[A + BU (ω)]Na = CU (ω)Nb. (4.65)

Using once again the relation in Eq. (4.61), we are led to

U (ω) = A

C exp( hω/kT ) − B
. (4.66)

But for a thermal field, we must have, by comparison to Eq. (2.151), that C = B
and that

A

B
= hω3

π2c3
. (4.67)

It is worth comparing the rates of spontaneous emission A and stimulated
emission BU (ω):

A

BU (ω)
= exp( hω/kT − 1). (4.68)

For a natural source such as the sun, which we approximate as a black body with
surface temperature T ≈ 6000 K, this ratio is about 400 forλ = 400 nm and about
30 for λ = 700 nm [5]. Thus at both ends of the visible spectrum spontaneous
emission dominates stimulated emission. In the range of visible light, it is only in
“unnatural” sources, where there exists a population inversion (i.e. more atoms in
the excited state than in the ground), such as in lasers, where stimulated emission
dominates spontaneous emission.

Spontaneous emission is a complex phenomenon and we have discussed only
its most essential features. For atoms in free space there is an infinity of modes
into which the atoms may radiate. Spontaneous emission in this case is well
described by the Weisskopf–Wigner theory [6] as an irreversible decay process.
A discussion of that theory is outside the scope of this book. However, under
certain circumstances, where there may be only one mode into which an atom
can radiate, such as in the case of an atom in a cavity, spontaneous emission can
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0

Fig. 4.3. Energy level
diagram for a two-level
atom acting with a near
resonant classical driving
field of frequency ω. The
resonant frequency
between the two atomic
levels is ω0 and the
detuning � = ω0 − ω.

be reversible, that is, the atom can re-absorb the emitted photon. Such behavior
is discussed in Section 4.5.

4.4 The Rabi model

The perturbation theory approach to atom–field interactions assumes that the
initial atomic state population is essentially unchanged, that is, the probability
amplitude for the atom being in any other state remains small. On the other
hand, a strong laser field of frequency near resonance with a pair of atomic levels
(assumed of opposite parity) will cause a large population transfer to the near-
resonant state but not to any other. In such a case, perturbation theory must be
abandoned. Only the two dominant states will be retained and the problem will
be solved more “exactly”. This is the Rabi model [7], so named because of its
original setting in magnetic resonance as studied by Rabi long ago. We study the
semiclassical case first.

For definiteness and to follow convention, we label our two atomic states |g〉
(for ground) and |e〉 (for excited). The energy difference between these states
is characterized by the transition frequency ω0 = (Ee − Eg)/h. This frequency
is close to the frequency ω of the driving laser field as shown in Fig. 4.3. The
interaction Hamiltonian we write as

Ĥ (I)(t) = V̂0 cos ωt (4.69)

where V̂0 = −d̂ · E0. We write the state vector as

|ψ(t)〉 = Cg(t)e−i Eg t/h |g〉 + Ce(t)e−i Eet/h |e〉. (4.70)

From the Schrödinger equation

i h
∂|ψ(t)〉

∂t
= Ĥ (t) |ψ(t)〉, (4.71)

where

Ĥ = Ĥ 0 + V̂0 cos ωt, (4.72)
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we arrive at the coupled set of equations for the amplitudes Cg and Ce:

Ċg = − i

h
V cos ωte−iω0t Ce

(4.73)

Ċe = − i

h
V cos ωteiω0t Cg

where V = 〈e|V̂0|g〉 = −d̂eg · E0, which we have taken to be real. As an initial
condition we take all the population to be in the ground state: Cg(0) = 1 and
Ce(0) = 0. In Eqs. (4.73) we expand cos ωt in exponentials and retain only those
terms oscillating at the frequency ω0 − ω to obtain

Ċg = − i

2 h
V exp[i(ω − ω0)t]Ce

(4.74)

Ċe = − i

2 h
V exp[−i(ω − ω0)t]Cg.

Dropping the terms oscillating at ω0 + ω, of course, constitutes the RWA.
Eliminating Cg , we have for Ce:

C̈e + i(ω − ω0)Ċe + 1

4

V2

h2
Ce = 0. (4.75)

As a trial solution we set

Ce(t) = eiλt (4.76)

which leads to the two roots

λ± = 1

2
{� ± [�2 + V2/ h2]1/2} (4.77)

where � = ω0 − ω is the detuning of the atomic transition frequency and the
laser field. Thus the general solution is of the form

Ce(t) = A+eiλ+ t + A−eiλ− t , (4.78)

where from the initial conditions we must have

A± = ∓ 1

2 h
V[�2 + V2/ h2]−1/2. (4.79)

Finally, then, our solution is

Ce(t) = i
V

	R h
ei�t/2 sin(	Rt/2)

(4.80)

Cg(t) = ei�t/2

{
cos(	Rt/2) − i

�

	R
sin(	Rt/2)

}
,

where

	R = [�2 + V2/ h2]1/2 (4.81)
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1

Pe(t)

Fig. 4.4. Plots of Pe(t)
versus t for various
detunings �.

is the so-called Rabi frequency. The probability that the atom is in state |e〉 is

Pe(t) = |Ce(t)|2
(4.82)

= V2

	2
R h2

sin2(	Rt/2),

which is plotted in Fig. 4.4 for various values of �. For the case of exact
resonance, � = 0, we have

Pe(t) = sin2

( Vt

2 h

)
, (4.83)

and at the time t = π h/V all the atomic population has been transferred to the
excited state.

It is frequently convenient to consider the quantity known as the atomic
inversion W(t) defined as the difference in the excited- and ground-state
populations:

W (t) = Pe(t) − Pg(t), (4.84)

which, for the resonant case and with the atom initially in the ground state, is

W (t) = sin2

( Vt

2 h

)
− cos2

( Vt

2 h

)
(4.85)

= − cos(Vt/ h).

Note that for � = 0 the Rabi frequency is just 	R = V/h, the oscillation fre-
quency of the atomic inversion. Again, for t = π h/V all the population is trans-
ferred to the excited state: W (π h/V) = 1. In the parlance of NMR experiments
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[8], such transfers are called π -pulses. On the other hand, if t = π h/2V then
W (π h/2V) = 0 and the population is shared coherently between the excited and
ground states with

Ce(π h/2V) = i√
2
,

(4.86)

Cg(π h/2V) = 1√
2
,

so that

|ψ(π h/2V)〉 = 1√
2

(|g〉 + i |e〉). (4.87)

For obvious reasons, the transfer of population from the ground state to that
state of Eq. (4.87) is called a π/2-pulse. Such transfers of populations by π - or
π/2-pulses are standard procedures for manipulating not only spin states in NMR
experiments [2] but have become routine for manipulating atomic or ionic states
in laser spectroscopy experiments [9].

The results of the pertubation theory may be recovered from the Rabi model
either when the size of V/2 h is so small compared with the detuning � that it
can be neglected in 	R or if the radiation field acts only for such a short time
that the term sin2(V t/2 h) can legitimately be represented by the first term in its
expansion. In both cases the depletion of the initial atomic population is small
and the perturbation-theory approach remains valid.

4.5 Fully quantum-mechanical model; the
Jaynes–Cummings model

We now turn to the quantum electrodynamic version of the Rabi model. In our
previous pertubation discussion of an atom interacting with a quantized electro-
magnetic field, we assumed the field to be a single-mode free field (plane wave).
As we just discussed above, a free atom interacts with an infinite number of modes
and thus the dynamics is not well described assuming only a single-mode field.
On the other hand, it has recently become possible to manufacture environments
where the density of modes is significantly different than in free space. We have
in mind here small microwave cavities, or in some cases, optical cavities, capable
of supporting only a single mode or maybe a few widely spaced (in frequency)
modes. Thus in some cases, the ideal single-mode interaction can be realized in
the laboratory. We shall discuss some specific examples in Chapter 10 but for
now we consider an atom, with levels |g〉 and |e〉 as before, interacting with a
single-mode cavity field of the form

Ê = e

(
hω

ε0V

)1/2

(â + â†) sin(kz) (4.88)

where e is an arbitrarily oriented polarization vector.
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The interaction Hamiltonian is now

Ĥ (I) = −d̂ · Ê
(4.89)

= d̂g(â + â†)

where

g = −
(

hω

ε0V

)1/2

sin(kz) (4.90)

and where d̂ = d̂ · e.
At this point it is convenient to introduce the so-called atomic transition

operators

σ̂+ = |e〉〈g|, σ̂− = |g〉〈e| = σ̂
†
+, (4.91)

and the inversion operator

σ̂3 = |e〉〈e| − |g〉〈g|. (4.92)

These operators obey the Pauli spin algebra

[σ̂+, σ̂−] = σ̂3
(4.93)

[σ̂3, σ̂±] = 2σ̂±.

Only the off-diagonal elements of the dipole operator are nonzero, since by parity
consideration 〈e|d̂|e〉 = 0 = 〈g|d̂|g〉, so that we may write

d̂ = d|g〉〈e| + d∗|e〉〈g|
(4.94)

= dσ̂− + d∗σ̂+ = d(σ̂+ + σ̂−)

where we have set 〈e|d̂|g〉 = d and have assumed, without loss of generality, that
d is real. Thus the interaction Hamiltonian is

Ĥ (I) = hλ(σ̂+ + σ̂−)(â + â†) (4.95)

where λ = dg/h.

If we define the level of the energy to be zero halfway between the states
|g〉 and |e〉 as in Fig. 4.5, then the free atomic Hamiltonian may be written as

Ĥ A = 1

2
(Ee − Eg)σ̂3 = 1

2
hω0σ̂3, (4.96)

where Ee = −Eg = 1
2 hω0. The free-field Hamiltonian is, after dropping the

zero-point energy term,

Ĥ F = hωâ†â. (4.97)
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Fig. 4.5. Atomic energy
level diagram where the
E = 0 level is taken
halfway between the two
levels.

Thus the total Hamiltonian is

Ĥ = Ĥ A + Ĥ F + Ĥ (I)

= 1

2
hω0σ̂3 + hωâ†â + hλ(σ̂+ + σ̂−)(â + â†). (4.98)

In the free-field case, as we have already shown, the operators â and â+

evolve as

â(t) = â(0)e−iωt , â
†
(t) = â†(0)eiωt . (4.99)

One can show similarly that for the free-atomic case

σ̂±(t) = σ̂±(0)e± iω0 t . (4.100)

Thus we can see that the approximate time dependences of the operator products
in Eq. (4.98) are as follows:

σ̂+â ∼ ei(ω0−ω) t

σ̂−â† ∼ e−i(ω0−ω) t

(4.101)
σ̂+â† ∼ ei(ω+ω0) t

σ̂−â ∼ e−i(ω+ω0) t .

For ω0 ≈ ω the last two terms vary much more rapidly than the first two. Fur-
thermore, the last two terms do not conserve energy in contrast to the first two.
The term σ̂+â† corresponds to the emission of a photon as the atom goes from
the ground to the excited state, whereas σ̂−â corresponds to the absorption of
a photon as the atom goes from the excited to the ground state. Integrating the
time-dependent Schrödinger equation, as in the perturbative case, will lead, for
the last two terms, to denominators containing ω0 + ω as compared with ω0 − ω

for the first two terms. The reader will not be surprised to learn that we are going
to drop the non-energy conserving terms, making the RWA again, so that our
Hamiltonian in this approximation is

Ĥ = 1

2
hω0σ̂3 + hωâ†â + hλ(σ̂+â + σ̂−â†). (4.102)
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The interaction described by this Hamiltonian is widely referred to as the Jaynes–
Cummings model [10].

Before solving for the dynamics for any specific cases we take note of certain
constants of the motion. An obvious one is the electron “number”

P̂E = |e〉〈e| + |g〉〈g| = 1, [Ĥ , P̂E] = 0 (4.103)

valid when no other atomic states can become populated. Another is the excitation
number

N̂e = â†â + |e〉〈e|, [Ĥ , N̂e] = 0. (4.104)

Using these constants of the motion we may break the Hamiltonian Eq. (4.102)
into two commuting parts:

Ĥ = Ĥ I + Ĥ II (4.105)

where

Ĥ I = hωN̂e + h
(ω0

2
− ω

)
P̂E,

(4.106)
Ĥ II = − h� + hλ(σ̂+â + σ̂−â†),

such that [Ĥ I, Ĥ II] = 0. Clearly, all the essential dynamics is contained in
Ĥ II whereas Ĥ I contributes only overall irrelevant phase factors.

Let us now consider a simple example, with � = 0, where the atom is initially
in the excited state |e〉 and the field is initially in the number state |n〉. The
initial state of the atom–field system is then |i〉 = |e〉|n〉 and is of energy Ei =
1
2 hω + n hω. State |i〉 is coupled to (and only to) the state | f 〉 = |g〉|n + 1〉 with
energy E f = − 1

2 hω + (n + 1) hω. Note that Ei = E f . We write the state vector
as

|ψ(t)〉 = Ci (t)|i〉 + C f (t)| f 〉 (4.107)

where Ci (0) = 1 and C f (0) = 0. Following standard procedures we obtain, from
the interaction picture Schrödinger equation i hd|ψ(t)〉/d t = Ĥ II|ψ(t)〉 the
equations for the coefficients

Ċi = −iλ
√

n + 1 C f ,
(4.108)

Ċ f = −iλ
√

n + 1 Ci .

Eliminating Cf we obtain

C̈i + λ2(n + 1) Ci = 0. (4.109)

The solution matching the initial conditions is

Ci (t) = cos(λt
√

n + 1). (4.110)
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Fig. 4.6. Periodic atomic
inversion with the field
initially in a number state
|n〉 with n = 5 photons.

From Eq. (4.108) we obtain

C f (t) = −i sin(λt
√

n + 1). (4.111)

Thus our solution is

|ψ(t)〉 = cos(λt
√

n + 1) |e〉|n〉
−i sin(λt

√
n + 1) |g〉|n + 1〉. (4.112)

The probability that the system remains in the initial state is

Pi (t) = |Ci (t)|2 = cos2(λt
√

n + 1) (4.113)

while the probability that it makes a transition to the state | f 〉 is

Pf (t) = |C f (t)|2 = sin2(λt
√

n + 1). (4.114)

The atomic inversion is given by

W (t) = 〈ψ(t)|σ̂3|ψ(t)〉
= Pi (t) − Pf (t)

= cos(2λt
√

n + 1). (4.115)

We may define a quantum electrodynamic Rabi frequency 	(n) = 2λ
√

n + 1 so
that

W (t) = cos[	(n)t]. (4.116)

Clearly, the atomic inversion for the field initially in a number state is strictly
periodic (Fig. 4.6), just as in the semiclassical case of Eq. (4.85) (apart from the
minus sign due only to a different initial atomic state) and except for the fact that in
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the classical case there must always be a field present initially. But in the quantum-
mechanical case there are Rabi oscillations even for the case when n = 0. These
are the vacuum-field Rabi oscillations [11] and, of course, they have no classical
counterpart. They are the result of the atom spontaneously emitting a photon
then re-absorbing it, re-emitting it, etc.: an example of reversible spontaneous
emission. Such effects can be observed if atoms interact with fields in very high
Q cavities. But aside from this, overall, the behavior of the atomic dynamics for
a definite number of photons is very much like the semiclassical Rabi model, i.e.
it is periodic and regular. Perhaps this is a bit counterintuitive since a number
state is the most nonclassical of all the field states. Intuition might suggest that
when the field is initially in a coherent state, we should recover the semiclassical,
periodic and regular, Rabi oscillations. As we are about to demonstrate, intuition,
in this case, fails.

Let us now consider a more general (pure state) solution of the dynamics. We
assume the atom is initially in a superposition of states |e〉 and |g〉:

|ψ(0)〉atom = Cg|g〉 + Ce|e〉, (4.117)

and the field is initially in the state

|ψ(0)〉field =
∞∑

n=0

Cn|n〉, (4.118)

such that the initial atom–field state is

|ψ(0)〉 = |ψ(0)〉atom ⊗ |ψ(0)〉field. (4.119)

The solution of the Schrödinger equation is now

|ψ(t)〉 =
∞∑

n=0

{[CeCn cos(λt
√

n + 1) − iCgCn+1 sin(λt
√

n + 1)] |e〉

+ [−iCeCn−1 sin(λt
√

n) + CgCn cos(λt
√

n)]|g〉} |n〉. (4.120)

In general, this is an entangled state.
For the case of the atom initially in the excited state, where Ce = 1 and Cg = 0,

we may write the solution as

|ψ(t)〉 = |ψg(t)〉|g〉 + |ψe(t)〉|e〉 (4.121)

where |ψg(t)〉 and |ψe(t)〉 are the field components of |ψ(t)〉 given by

|ψg(t)〉 = −i
∞∑

n=0

Cn sin(λt
√

n + 1)|n + 1〉,
(4.122)

|ψe(t)〉 =
∞∑

n=0

Cn cos(λt
√

n + 1)|n〉.
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The atomic inversion is

W (t) = 〈ψ(t)|σ̂3|ψ(t)〉
= 〈ψe(t)|ψe(t)〉 − 〈ψg(t)|ψg(t)〉

=
∞∑

n=0

|Cn|2 cos(2λt
√

n + 1). (4.123)

The result is just the sum of n-photon inversions of Eq. (4.115) weighted with
the photon number distribution of the initial field state.

For the coherent state, again that most classical of all quantum states, we
have

Cn = e−|α|2/2 αn

√
n!

(4.124)

and the inversion is

W (t) = e−n̄
∞∑

n=0

n̄n

n!
cos(2λt

√
n + 1). (4.125)

A plot of W (t) versus the scaled time T = λ t in Fig. 4.7 reveals significant dis-
crepancies between the fully quantized and semiclassical Rabi oscillations. We
note first that the Rabi oscillations initially appear to damp out, or collapse. The
collapse of the Rabi oscillations was noted fairly early in the study of this “ideal-
ized” model interaction [12]. Several years later, perhaps by executing longer runs
of a computer program, it was found that after a period of quiescence following
the collapse, the Rabi oscillations start to revive [13], although not completely. At
longer times one finds a sequence of collapses and revivals, the revivals becoming
less distinct as time increases. This collapse and revival behavior of the Rabi oscil-
lations in the fully quantized model is strikingly different than in the semiclassical
case where the oscillations have constant amplitude. We must now explain this
difference.

First we consider the collapse. The average photon number is n̄ = |α|2 so the
dominant Rabi frequency is

	(n̄) = 2λ
√

n̄ + 1 ≈ 2λ
√

n̄, n̄ � 1. (4.126)

But there will be a range of “important” frequencies as a result of the spread of
the probabilities |Cn|2 about n̄ for photon numbers in the range n̄ ± �n; i.e. the
frequencies in the range 	(n̄ − �n) to 	(n̄ + �n). The collapse time tc may be
estimated from the time-frequency “uncertainty” relation

tc[	(n̄ + �n) − 	(n̄ − �n)] � 1 (4.127)



4.5 Fully quantum-mechanical model; the Jaynes–Cummings model 97

0 5 10 15 20 25
−1.0

−0.5

0.0

0.5

1.0

W t( )

T

(a) Fig. 4.7. (a) Atomic
inversion with the field
initially in a coherent state
n̄ = 5. (b) Same as (a) but
showing the evolution for
a longer time, beyond the
first revival. Here, T is the
scaled time λt.

0 5 50
−1.0

 0.5

0.0

0.5     

1.0

W(t)

T
2

(b)

where the spread of frequencies is responsible for the “dephasing” of the Rabi
oscillations. For the coherent state, �n = n̄1/2, and with

	(n̄ ± n̄1/2) � 2λ[n̄ ± n̄1/2]1/2

= 2λn̄1/2

[
1 ± 1

n̄1/2

]1/2

� 2λn̄1/2

(
1 ± 1

2n̄1/2

)
= 2λn̄1/2 ± λ (4.128)
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it follows that

tc[	(n̄ + n̄1/2) − 	(n̄ − n̄1/2)] � tc2λ � 1 (4.129)

and thus tc � (2λ)−1, which is independent of n̄.
The preceding “derivation” of the collapse time is not very rigorous. We shall

now give a more rigorous derivation. We expand [n + 1]1/2 about n̄ as

[n + 1]1/2 = [n̄ + 1]1/2 + 1

2(n̄ + 1)1/2
(n − n̄) + · · · (4.130)

so that we may approximate the inversion as

W (t) � 1

2
e−n̄

∞∑
n=0

n̄n

n!

[
e2iλt(n̄+1)1/2

eiλnt/(n̄+1)1/2
e−iλt n̄/(n̄+1)1/2

+ e−2iλt(n̄+1)1/2
e−iλnt/(n̄+1)1/2

eiλt n̄/(n̄+1)1/2
]
. (4.131)

Note that

∞∑
n=0

n̄n

n!
einλt/(n̄+1)1/2 = exp

[
n̄ eiλt/(n̄+1)1/2

]
. (4.132)

For short times t

eiλt/(n̄+1)1/2 � 1 + iλt/(n̄ + 1)1/2 − λ2t2

2(n̄ + 1)
(4.133)

and thus

en̄eiλt/(n̄+1)1/2 � en̄eiλt n̄/(n̄+1)e− 1
2

λ2 t2
(n̄+1) n̄

. (4.134)

Putting all of this together we arrive at

W (t) � cos{2λt(n̄ + 1)1/2} exp

{
−1

2

λ2t2n̄

n̄ + 1

}
, (4.135)

valid for a short time. The inversion evidently exhibits a Gaussian decay law with
a decay time given by

tc =
√

2

λ

√
n̄ + 1

n̄
�

√
2

λ
, n̄ � 1 (4.136)

which, apart from a numerical constant of the order of unity, agrees with our
previous estimate.

Now let us examine the phenomenon of the revivals. W (t) obviously consists
of a sum of oscillating terms, each term oscillating at a particular Rabi frequency
	(n) = 2λ

√
n + 1. If two neighboring terms are oscillating 180◦ out of phase

with each other we expect at least an approximate cancellation of these terms. On
the other hand, if the neighboring terms are in phase with each other we expect a
constructive interference. In fact, this should be so whenever neighboring phases
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differ by some multiple of 2π . Since only those important frequencies around n̄
will contribute, revivals should occur for times t = tR such that

[	(n̄ + 1) − 	(n̄)] tR = 2πk, k = 0, 1, 2, . . . (4.137)

holds. Expanding 	(n̄) and 	(n̄ + 1) we easily arrive at tR = (2π/λ)n̄1/2k,
(n̄ � 1). More rigorously, using Eq. (4.118) we have

W (t) � cos

[
2λt(n̄ + 1)1/2 + λt n̄/(n̄ + 1)−1/2 − n̄ sin

(
λt

(n̄ + 1)1/2

)]

× exp

{
−n̄

[
1 − cos

(
λt

(n̄ + 1)1/2

)]}
. (4.138)

Obviously, the amplitude will be a maximum wherever the time t = tR =
(2π/λ)(n̄ + 1)1/2k ≈ (2π/λ)1/2n̄1/2k, (n̄ � 1), in agreement with the previous
analysis. In Chapter 10 we discuss two experiments, one in the context of cav-
ity quantum electrodynamics and the other in the context of the center-of-mass
motion of a trapped ion, where the predicted collapse and revival of the Rabi
oscillations have been observed.

4.6 The dressed states

There are many ways to solve for the dynamics of the Jaynes–Cummings
model (see the reviews [14]). In Section 4.5 we have solved the time-dependent
Schrödinger equation first for a field containing n photons and then, by simple
extrapolation, for the case of a field in a superposition of the number states.
Another important way to obtain the dynamics is first to find the stationary states
of the Jaynes–Cummings Hamiltonian. For reasons that should become clear
shortly, these eigenstates are called the “dressed” states [15].

Consider once again the Jaynes–Cummings model Hamiltonian

Ĥ = 1

2
hω0σ̂3 + hωâ†â + hλ(âσ̂+ + â†σ̂−) (4.139)

where we have not assumed the resonance condition ω = ω0 at this point. In
terms of the field number states, the interaction term in Ĥ causes only transitions
of the type

|e〉|n〉 ↔ |g〉|n + 1〉 (4.140)

or

|e〉|n − 1〉 ↔ |g〉|n〉. (4.141)

The product states |e〉|n − 1〉, |g〉|n〉, etc., are sometimes referred to as the “bare”
states of the Jaynes–Cummings model; they are product states of the unper-
turbed atom and field. For a fixed n, the dynamics is completely confined to the
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two-dimensional space of product states, either (|e〉|n − 1〉, |g〉|n〉) or (|e〉|n〉,
|g〉|n − 1〉). We define the following product states for a given n:

|ψ1n〉 = |e〉|n〉
|ψ2n〉 = |g〉|n + 1〉. (4.142)

Obviously 〈ψ1n | ψ2n〉 = 0. Using this basis we obtain the matrix elements of
Ĥ , H (n)

i j = 〈ψin|Ĥ |ψ jn〉, which are

H (n)
11 = h

[
nω + 1

2 ω0

]
,

H (n)
22 = h

[
(n + 1)ω − 1

2 ω0

]
, (4.143)

H (n)
12 = hλ

√
n + 1 = H (n)

21 .

Thus in the 2 × 2 subspace of Eq. (4.142) we obtain the matrix representation
of Ĥ :

H (n) =

 nω + 1

2 hω0 hλ
√

n + 1

hλ
√

n + 1 (n + 1)ω − 1
2 ω0


 . (4.144)

This matrix is “self-contained” since, as we have said, the dynamics connects
only those states for which the photon number changes by ±1. For a given n, the
energy eigenvalues of H (n) are as follows:

E±(n) =
(

n + 1

2

)
hω ± h	n(�) (4.145)

where

	n(�) = [�2 + 4λ2(n + 1)]1/2 (� = ω0 − ω) (4.146)

is the Rabi frequency which now includes the effects of the detuning �.Obviously,
for � = 0 we obtain 	n(0) = 2λ

√
n + 1, the same quantum electrodynamic

Rabi frequencies seen earlier. The eigenstates |n, ±〉 associated with the energy
eigenvalues are given by

|n, +〉 = cos(�n/2)|ψ1n〉 + sin(�n/2)|ψ2n〉
(4.147)

|n, −〉 = − sin(�n/2)|ψ1n〉 + cos(�n/2)|ψ2n〉

where the angle �n is defined through

�n = tan−1

(
2λ

√
n + 1

�

)
= tan−1

(
	n(0)

�

)
(4.148)

and where

sin(�n/2) = 1√
2

[
	n(�) − �

	n(�)

]1/2

(4.149)

cos(�n/2) = 1√
2

[
	n(�) + �

	n(�)

]1/2

.
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Fig. 4.8. Energy-level
splitting due to the
interaction of the atom
with a quantized field. The
split levels on the right
are the energy levels of
the dressed states.

The states |n, ±〉 are often referred to as “dressed states” or as the Jaynes–
Cummings doublet. The bare states |ψ1n〉 and |ψ2n〉, of energies E1n =
h(ω0/2 + hω) and E2n = h[−ω0/2 + (n + 1)ω] respectively, are each further
split in energy owing to the interaction as indicated in Fig. 4.8. The splitting of
the bare states into the dressed states is a kind of Stark shift, often called the
AC, or dynamic, Stark shift. Note that in the limit of exact resonance, � = 0, the
bare states are degenerate but the splitting of the dressed states of course, remains.
In this limit, the dressed states are related to the bare states according to

|n, +〉 = 1√
2

(|e〉|n〉 + |g〉|n + 1〉)
(4.150)

|n, −〉 = 1√
2

(−|e〉|n〉 + |g〉|n + 1〉).

To see how the dressed states can be used to obtain the dynamics for rather
general initial states, let us consider the specific case of a field prepared in some
superposition of number states

|ψ f (0)〉 =
∑

n

Cn|n〉 (4.151)

where an atom, prepared in state |e〉, is injected into the field. Thus the initial
state of the atom–field system is

|ψaf(0)〉 = |ψ f (0)〉|e〉
=

∑
n

Cn|n〉|e〉 =
∑

n

Cn|ψ1n〉. (4.152)

From Eqs. (4.147), we obtain |ψ1n〉 in terms of the dressed states |n, ±〉 as

|ψ1n〉 = cos(�n/2)|n, +〉 − sin(�n/2)|n, −〉 (4.153)

and thus

|ψaf(0)〉 =
∑

n

Cn[cos(�n/2)|n, +〉 − sin(�n/2)|n, −〉]. (4.154)
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Since the dressed states |n, ±〉 are stationary states of the atom–field system, then
the state vector for times t > 0 is just given by

|ψaf(t)〉 = exp

[
− i

h
Ĥ t

]
|ψa f (0)〉

=
∑

n

Cn

[
cos(�n/2)|n, +〉e−i E+(n)t/h − sin(�n/2)|n, −〉e−i E−(n)t/h

]
.

(4.155)

Of course, the entire result may now be recast back into the more familiar “bare”
state basis by simply substituting |n, ±〉 from Eqs. (4.147). In the limit � = 0 we
will recover the previous result of Eq. (4.120). The demonstration of this is left
as an exercise.

4.7 Density-operator approach: application
to thermal states

So far, we have considered only cases where the field and the atom are initially in
pure states. In general though, one or both of the subsystems may initially be in
mixed states which requires us to seek a solution in terms of the density operator.
For example, the field may initially be in a thermal state described by the density
operator of Eq. (2.144). In studying the case of a two-level atom interacting with
a thermal state described by a density operator, we are afforded yet another way
to solve for the dynamics of the Jaynes–Cummings model.

We shall work in the interaction picture and once again assume the resonance
condition so that the dynamics is driven by

Ĥ I = hλ(âσ̂+ + â†σ̂−). (4.156)

If ρ̂(t) is the density operator of the atom–field system at time t , the evolution of
the system is given by

dρ̂

dt
= − i

h
[Ĥ I, ρ̂] (4.157)

whose solution may be written as

ρ̂(t) = ÛI(t)ρ̂(0)Û †
I (t) (4.158)

where

ÛI(t) = exp[−i Ĥ It/ h]

= exp[−iλt(âσ̂+ + â†σ̂−)]. (4.159)

In the two-dimensional atomic subspace, the operators σ̂± and σ̂3 have the matrix
representations

σ+ =
(

0 1
0 0

)
, σ− =

(
0 0
1 0

)
, σ3 =

(
1 0
0 −1

)
(4.160)
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where we have used the convention

σ j =

 〈e|σ̂ j |e〉 〈e|σ̂ j |g〉

〈g|σ̂ j |e〉 〈g|σ̂ j |g〉


 j = ±, 3. (4.161)

In this two-dimensional subspace the evolution operator ÛI(t) may be expanded
as

Û I(t) =

 Ĉ(t) Ŝ′(t)

Ŝ(t) Ĉ ′(t)


 (4.162)

where

Ĉ(t) = cos(λt
√

ââ†) (4.163)

Ŝ(t) = −i â† sin(λt
√

ââ+)√
ââ†

(4.164)

Ĉ ′(t) = cos(λt
√

â†â) (4.165)

Ŝ′(t) = −i â
sin(λt

√
â†â)√

â†â
. (4.166)

(The operators Ĉ, Ŝ, etc., here are not to be confused with the cosine and sine
operators of the phase introduced in Chapter 2.) The Hermitian adjoint of ÛI(t)
of Eq. (4.162) is just

Û
†
I (t) = ÛI(−t) =

(
Ĉ(t) −Ŝ′(t)

−Ŝ(t) Ĉ ′(t)

)
. (4.167)

We now suppose that at t = 0 the density operator for the atom–field system
factors into field and atomic parts:

ρ̂(0) = ρ̂F(0) ⊗ ρ̂A(0). (4.168)

We further suppose (to work out a particular example) that the atom is initially in
the excited state |e〉 such that ρ̂A(0) = |e〉〈e|. The corresponding density matrix
for the atom (using the convention of Eq. (4.161)) is

ρA(0) =
(

1 0
0 0

)
(4.169)

and thus we may write for the system

ρ̂(0) =
(

ρ̂F(0) 0
0 0

)
= ρ̂F(0) ⊗

(
1 0
0 0

)
. (4.170)

Using Eqs. (4.162), (4.167) and (4.169) in Eq. (4.158) we find that

ρ̂(t) =
(

Ĉ(t)ρ̂(0)Ĉ(t) −Ĉ(t)ρ̂F(0)Ŝ′(t)

Ŝ(t)ρ̂F(0)Ĉ(t) −Ŝ(t)ρ̂F(0)Ŝ′(t)

)
. (4.171)
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The reduced density operator of the field is found by tracing over the atomic
states and thus

ρ̂F(t) = TrAρ̂(t) = Ĉ(t)ρ̂F(0)Ĉ(t) − Ŝ(t)ρ̂F(0)Ŝ′(t). (4.172)

The density matrix elements for the field are

ρ̂F
nm(t) ≡ 〈n|ρ̂F(t)|m〉

= 〈n|Ĉ(t)ρ̂F(0)Ĉ(t)|m〉 − 〈n|Ŝ(t)ρ̂F(0)Ŝ′(t)|m〉. (4.173)

On the other hand, tracing over the field states we obtain the reduced density
operator of the atom:

ρ̂A(t) = TrFρ̂(t) =
∞∑

n=0

〈n|ρ̂(t)|n〉. (4.174)

The density operator matrix elements are given by

〈i |ρ̂A(t)| j〉 =
∞∑

n=0

〈i, n|ρ̂(t)| j, n〉 = ρA
i j (t) (4.175)

where i, j = e, g. The diagonal elements ρA
ee(t) and ρA

gg(t) are the populations of
the excited and ground states, respectively, and satisfy the condition

ρA
gg(t) + ρA

ee(t) = 1. (4.176)

The atomic inversion is given by

W (t) = ρA
ee(t) − ρA

gg(t) = 2ρA
ee(t) − 1. (4.177)

From Eqs. (4.171) and (4.175) we find that

ρA
ee(t) ≡

∞∑
n=0

〈n|Ĉ(t)ρ̂F(0)Ĉ(t)|n〉
(4.178)

=
∞∑

n=0

〈n| ρ̂F(0)|n〉 cos2(λt
√

n + 1).

If the field is initially in a pure state

|ψF〉 =
∞∑

n=0

Cn|n〉 (4.179)

then

ρ̂F(0) = |ψF〉〈ψF| (4.180)

and thus

ρA
ee(t) =

∞∑
n=0

|Cn|2 cos2(λt
√

n + 1) (4.181)
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Fig. 4.9. The atomic
inversion versus time for
the atom initially in the
excited state and the field
initially in a thermal state
with n̄ = 2. Again, T = λt.

which, through Eq. (4.177), yields the atomic inversion found in Eq. (4.123). But
suppose the field is initially in a thermal state (a mixed state) where

ρ̂F(0) = ρ̂Th =
∑

n

Pn|n〉〈n| (4.182)

where Pn is given by Eq. (2.145). From Eq. (4.178) we ultimately obtain the
atomic inversion for an atom resonantly interacting with a thermal field as [16]

W (t) =
∞∑

n=0

Pn cos(2λt
√

n + 1). (4.183)

In Fig. 4.9 we plot W (t) versus λt for a thermal field containing an average photon
number of n̄ = 2. We leave to the reader an analysis of the observed behavior.

4.8 The Jaynes–Cummings model with large detuning:
a dispersive interaction

In the foregoing we have mostly assumed that the detuning � = ω0 − ω = 0.
An important variation on the original Jaynes–Cummings model is the situation
in which the detuning is large enough such that direct atomic transitions do not
occur but where nevertheless “dispersive” interactions between a single atom
and a cavity field do occur [17]. This version of the Jaynes–Cummings model is
important in a number of applications related to fundamental tests of quantum
mechanics, some of which are discussed in Chapter 10.

As is shown in Appendix C, the effective atom–field interaction Hamiltonian
in the case of large detuning is given by

Ĥ eff = hχ [σ̂+σ̂− + â†â σ̂3], (4.184)
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0

Fig. 4.10. The levels |e〉
and |g〉 are out of
resonance with the field
enough so that there are
no direct transitions
between them and only
the dispersive interaction
occurs. The state |f 〉 is so
far out of resonance with
state |g〉 and the field that
not even a dispersive
interaction is present.

where χ = λ2/�. Note that σ̂+σ̂− = |e〉〈e|. Suppose the initial state of the atom–
field system is |ψ(0)〉 = |g〉|n〉, that is, the atom is in the ground state and the
field is in a number state. Then, according to the interaction Hamiltonian of
Eq. (4.184), the state at time t > 0 is

|ψ(t)〉 = e−i Ĥefft/h |ψ(0)〉 = eiχnt |g〉|n〉 (4.185)

while for the initial state |ψ(0)〉 = |e〉|n〉 we have

|ψ(t)〉 = e−i Ĥefft/h |ψ(0)〉 = eiχ (n+1)t |e〉|n〉. (4.186)

Evidently, nothing very interesting happens, just the production of unmeasurable
phase factors. On the other hand, for initial coherent states of the field we have,
for |ψ(0)〉 = |g〉|α〉,

|ψ(t)〉 = e−i Ĥefft/h |ψ(0)〉 = |g〉|α eiχ t 〉, (4.187)

and for |ψ(0)〉 = |e〉|α〉 we have

|ψ(t)〉 = e−i Ĥefft/h |ψ(0)〉 = e−iχ t |e〉|α e−iχ t 〉. (4.188)

We notice that the coherent-state amplitude is rotated in phase space by the
angle χ t but that the direction of the rotation depends on the state of the
atom. Suppose now that the atom is prepared in a superposition of the ground
and excited states. For simplicity we take this to be a “balanced” state of the
form |ψatom〉 = (|g〉 + eiφ|e〉)/√2, where φ is some phase. With the initial state
|ψ(0)〉 = |ψatom〉|α〉 we have

|ψ(t)〉 = e−i Ĥefft/h |ψ(0)〉 = 1√
2

(
|g〉|α eiχ t 〉 + e−i(χ t−φ)|e〉|α e−iχ t 〉

)
. (4.189)

This state is a bit more interesting, in fact, much more interesting as, in general,
there is entanglement between the atom and the field. If we take χ t = π/2 we
then have ∣∣∣∣ψ

(
π

2χ

)〉
= 1√

2
(|g〉|i α 〉 − i eiφ |e〉|−i α 〉). (4.190)
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Notice that, in terms of our phase-space pictures, the two coherent states in
Eq. (4.190) are separated by 180◦, the maximal separation. Coherent states dif-
fering in phase by 180◦ are also maximally distinguishable in the sense that there
is essentially no overlap between the two states, at least if |α| is large enough. In
fact, this is the case even with |α| as low as

√
2. With very large values of |α|, the

two coherent states are said to be macroscopically distinguishable and, for mod-
erate values, mesoscopically distinguishable. The entangled state of Eq. (4.190)
might bring to mind the tale of Schrödinger’s ill-fated cat [18], suspended in a
state of limbo, suspended in an entanglement between life and death and a non-
decayed or decayed radioactive microscopic atom. Symbolically, the entangled
state in Schrödinger’s famous “paradox” is thus:

|ψatom−cat〉 = 1√
2

[|atom not decayed〉|cat alive〉 + |atom decayed〉|cat dead〉]. (4.191)

The parallel between this state and that of Eq. (4.190) is obvious; the states of the
two-level atom play the role of the radioactive atom and the two phase-separated
coherent field states that of the cat.

Finally, there is another initial atomic state that is often considered. Suppose
there is another atomic state, that we denote | f 〉, of energy E f � Eg as pictured
in Fig. 4.10, and of parity opposite that of |g〉. The cavity is assumed to support
no mode resonant with the f ↔ g transition and we further assume that the
state | f 〉 is so far out of resonance with the available cavity field mode that
there is no discernable dispersive interaction either. Thus with the atom initially
prepared in state | f 〉 and with the field initially in the coherent state |α〉, the initial
product state | f 〉|α〉 remains as such; i.e. it does not evolve. Now suppose the
atom is prepared in a superposition of the form |ψatom〉 = (|g〉 + eiφ| f 〉)/√2.
The initial-state atom–field state |ψ(0)〉 = |ψatom〉|α〉 is easily seen to evolve
into

|ψ(t)〉 = 1√
2

(|g〉|α eiχ t 〉 + eiφ | f 〉|α〉). (4.192)

In this case, only one component of the initial atomic superposition causes a phase
shift in the coherent state, an advantage in certain applications. For χ t = π/2 we
have ∣∣∣∣ψ

(
π

2χ

)〉
= 1√

2
(|g〉|−α〉 + eiφ | f 〉|α〉), (4.193)

another version of the Schrödinger-cat state.
In Chapters 7, 8, and 10 we shall further elaborate on issues related to

Schrödinger’s cat.

4.9 Extensions of the Jaynes–Cummings model

There are many possible extensions of the original Jaynes–Cummings model
involving various types of alternative interactions. Among them are models
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involving two-photon transitions, multimode and multilevel models, Raman
coupled models, two-channel models, etc. We shall not discuss these models
here but we do refer to the various review articles that have appeared [14, 19] and
references therein. Some of these extensions will appear in the context of home-
work problems. Further, it turns out that Jaynes–Cummings types of interaction
also occur in the context of the vibrational motion of an ion in an electromagnetic
trap. The simplest example of these will be discussed in Chapter 10.

4.10 Schmidt decomposition and von Neumann entropy
for the Jaynes–Cummings model

We finish this chapter with a discussion of the Schmidt decomposition and the
related von Neumann entropy as they pertain to the Jaynes–Cummings model.
As this system is bipartite, a Schmidt decomposition is assured, as discussed
in Appendix A. We have already presented the solution of the time-dependent
Schrödinger equation in Eq. (4.120), which we rewrite here as

|�(t)〉 =
∞∑

n=0

[an(t)|g〉|n〉 + bn(t)|e〉|n〉], (4.194)

where

an(t) = CgCn cos(λt
√

n) − iCeCn−1 sin(λt
√

n),
(4.195)

bn(t) = CeCn cos(λt
√

n + 1) − iCgCn+1 sin(λt
√

n + 1).

But according to the Schmidt decomposition, for any instant in time t we can
always find bases {|ui (t)〉} for the atom and {|vi (t)〉} for the field such that the
pure state of the system can be written as

|�(t)〉 = g1(t)|u1(t)〉|v1(t)〉 + g2(t)|u2(t)〉|v2(t)〉. (4.196)

The reduced density matrices of the atom and field in these bases are identical:

ρu(t) =
(

|g1(t)|2 0
0 |g2(t)|2

)

ρv(t) =
(

|g1(t)|2 0
0 |g2(t)|2

)
.

(4.197)

In order to find the coefficients g1(t) and g2(t) and the eigenvectors |ui 〉 and |vi 〉
we first calculate the reduced density operator of the atom in the bare basis
specified by |e〉 and |g〉 and obtain

ρu =
( ∑∞

n=0 |an(t)|2 ∑∞
n=0 an(t)b∗

n(t)∑∞
n=0 bn(t)a∗

n (t)
∑∞

n=0 |bn(t)|2

)
. (4.198)
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Then we can use the parametrization of the density matrix in terms of the
components of the Bloch vector as in Eq. (A25) to obtain

s1(t) =
∞∑

n=0

[
an(t)b∗

n(t) + bn(t)a∗
n (t)

]
,

s2(t) = −i
∞∑

n=0

[
an(t)b∗

n(t) − bn(t)a∗
n (t)

]
, (4.199)

s3(t) =
∞∑

n=0

[|an(t)|2 − |bn(t)|2].

Then, as discussed in Appendix A, the coefficients g1(t) and g2(t) can be
expressed in terms of the length of the Bloch vector according to

g1(t) = 1

2
[1 + |s(t)|], g2(t) = 1

2
[1 − |s(t)|]. (4.200)

Notice that the field mode, previously described in an infinite-dimensional Fock-
state basis, is reduced to a “two-level” system in the Schmidt basis. The length
of the Bloch vector is a measure of the purity of the atom–field system. For the
atom and field in pure states the length of the Bloch vector is unity.

As discussed in Appendix A, the utility of the Schmidt decomposition is that
it is easy to obtain an expression for von Neumann entropy, which for each of the
subsystems of the Jaynes–Cummings model is

S(ρ̂u) = −g1(t) ln g1(t) − g2(t) ln g2(t) = S(ρ̂v). (4.201)

Whenever |s| = 1 we have S(ρ̂u) = 0 = S(ρ̂v). In Fig. 4.11, for an atom initially
in the excited state and for the field initially in a coherent state with α = √

30, we
plot (a) the s3 component of the Bloch vector, (b) the s2 component, and (c) the von
Neumann entropy S(ρ̂u), all against the scaled time T = λ t. With our particular
initial condition, s1 = 0 for all times. We notice that s3 undergoes the collapse and
revival of the atomic inversion and that s2 goes close to unity at one point during
the quiescent period of the collapse of the former, indicating that the atom and
field are nearly in pure states at that time. The von Neumann entropy, of course,
is a minimum at that point. This result is perhaps a bit surprising and counter-
intuitive. This behavior was first noticed, through a different type of calculation,
by Gea-Banacloche [20] and was further examined by Phoenix and Knight [21].

Problems

1. Consider the semiclassical Rabi model (i.e. a two-level atom with a prescribed classical

field) in the RWA as described by Eqs. (4.74). Obtain the solution assuming the atom

initially in the excited state. Calculate the atomic inversion as a function of time.

2. Using the result of the previous problem, obtain the time-dependent expectation value

of the atomic dipole moment operator d̂ = d(σ̂+ + σ̂−) for the case of exact resonance.

Compare the evolution of the dipole moment with the atomic inversion for the same

resonance condition and comment on any similarities or differences.
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3. In the fully quantized model of a two-level atom interacting with a quantized field

within the RWA, the Jaynes–Cummings model, we have obtained the exact resonance

solution for the initial state where the atom is excited and where the field is in a number

state |n〉 (see Eqs. (4.107) to (4.116)). Recall that the Rabi oscillations of the atomic

inversion are periodic for this case, just as in the semiclassical model. Use that solution

to obtain the expectation value of the atomic dipole moment operator and compare with

the result of the previous question. Is the time evolution of the atomic dipole moment

in any way similar to that obtained in the semiclassical case? Comment on the result.

4. Obtain the expectation value of the atomic dipole moment as given by the Jaynes–

Cummings model in the case where the field is initially in a coherent state. How

does the result compare with the two previous cases? You should make a plot of the

expectation value of the dipole moment as a function of time.

5. In the text, we obtained the dynamics of the Jaynes–Cummings model assuming exact

resonance, � = 0. Reconsider the problem for the case where � 
= 0. Obtain plots of

the atomic inversion and note the effect of the nonzero detuning on the collapse and

revivals of the Rabi oscillations. Perform an analysis to obtain the effect of the nonzero

detuning on the collapse and revival times.

6. Consider the resonant Jaynes–Cummings model for the initial thermal state as in

Section 4.7. Assume the atom is initially in the excited state. Analyse the collapse

of the Rabi oscillations and determine the dependence of the collapse time on the

average photon number of the thermal field.

7. Consider a simple model of degenerate Raman scattering, pictured in Fig. 4.12 (where

Eg = Ee), and described by the interaction Hamiltonian Ĥ I = hλâ†â(σ+ + σ−),

where, as usual, σ+ = |e〉〈g| and σ− = |g〉〈e|.
(a) Obtain the dressed states for this model.

(b) Assuming initially the field in a coherent state and the atom in the ground state,

obtain the atomic inversion and show that the revivals of the Rabi oscillations are

regular and complete.

(c) Obtain the atomic inversion for an initial thermal state.

8. A resonant two-photon extension of the Jaynes–Cummings model is described by the

effective Hamiltonian Heff = hη(â2σ̂+ + â2†σ̂−), where, for the sake of simplicity,

a small Stark shift term has been ignored. This Hamiltonian represents two-photon

Fig. 4.12. Energy-level
diagram for the
degenerate Raman
coupled model. The
broken line represents a
“virtual” intermediate
state, too far off-
resonance from a real
level, the upper solid line,
to become populated.
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Fig. 4.13. Energy-level
diagram for the resonant
two-photon process.
States |e〉 and |g〉 are of
like parity whereas the
intermediate state |i〉 is of
opposite parity. The
broken line represents a
virtual atomic level,
detuned from state |i〉.

absorption and emission between atomic levels of like parity. The process is repre-

sented by Fig. 4.13, where the broken line represents a virtual intermediate state of

opposite parity.

(a) Obtain the dressed states for this system.

(b) Obtain the atomic inversion for this model assuming the atom initially in the

ground state and that the field is initially in a number state. Repeat for a coherent

state. Comment on the nature of the collapse and revival phenomena for these

states.

(c) Obtain the atomic inversion for an initial thermal state.

9. A two-mode variation on the two-photon model of the previous problem is described

by the Hamiltonian Heff = hη(â b̂σ̂+ + â†b̂†σ̂−), that is, a photon from each mode is

absorbed or emitted. Obtain the atomic inversion for the case where both modes are

initially in coherent states. Analyse the collapse and revival phenomena.

11. Consider the resonant Jaynes–Cummings model with the atom initially in the excited

state and the field initially in a coherent state with α = √
30.

(a) By taking the trace of the density operator over either the atomic or field states and

thus obtaining a reduced density operator (see Appendix A), determine the degree

to which the atom and field are entangled as a function of time. Pay particular

attention to what happens at about midpoint between the initial collapse of the

Rabi oscillations and the first revival. Is the behavior surprising? What connection,

if any, is there between the result you have obtained and the results discussed in

Section 4.10.

(b) Obtain plots (either contour or 3D) of the Q function (Eq. (3.112)) of the field

for various times between time t = 0 and the time of the first revival of the Rabi

oscillations.

12. Consider the atom–field state of Eq. (4.193) and assume that φ = 0. Suppose that there

is some way to determine the state of the atom (such is possible via field ionization, as

will be discussed in Chapter 10). For example, if the atom is detected in state |g〉 then

the field state will be reduced to |−α〉 = 〈g | ψ(π )〉/|〈g | ψ(π )〉| with a similar result

for detection of the atomic state | f 〉. (See Appendix D.) But suppose it were somehow
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possible to detect the atom in the superposition states |S±〉 = (|g〉 ± | f 〉)/√2. What

field states are generated in these cases?

13. Reconsider the problem discussed in Section 4.10 but with the initial state of the

atom taken to be the “balanced” superposition |ψ(0)〉atom = (|e〉 + |g〉)/√2. Obtain

relevant plots of the components of the Bloch vector and of the von Neumann entropy.

Contrast the results obtained in this case to the case where the atom is initially in the

excited state.
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Chapter 5
Quantum coherence functions

In this chapter, we discuss the classical and quantum theories of coherence. Begin-
ning with the example of Young’s interference, we review the notions of classical
first-order coherence theory and the classical first-order coherence functions. We
then proceed to introduce the quantum-mechanical first-order coherence func-
tions and present a fully quantum-mechanical formulation of Young’s interfer-
ence. We next introduce the second-order coherence functions known also as the
intensity–intensity correlation functions, and their connection with the Hanbury
Brown and Twiss experiment, one of the pioneering developments of quantum
optics. We finish the chapter by introducing all the higher-order coherence func-
tions, using them to provide a criterion for full coherence of a quantized radiation
field.

5.1 Classical coherence functions

We begin with a brief review of classical coherence [1] and we motivate this with
Young’s two-slit experiment as sketched in Fig. 5.1. Under certain conditions,
interference fringes will appear on the screen. If the source has a bandwidth of
�ω and if �s = |s1 − s2| is the path difference, interference will occur if �s ≤
c/�ω. The quantity �scoh = c/�ω is called the coherence length. The quantity
�tcoh = �scoh/c = 1/�ω is called the coherence time. Interference fringes will
be visible for �tcoh�ω � 1.

The field on the screen, or at the detector, at time t can be written as
a linear superposition of the fields at the earlier times t1 = t − s1/c and
t2 = t − s2/c, i.e.

E(r, t) = K1 E(r1, t1) + K2 E(r2, t2) (5.1)

where E(ri , ti ) is the complex field on the screen arriving from the ith slit and the
quantities K1 and K2 are complex geometric factors that depend on the distances
s1 and s2 respectively. For simplicity we are treating the fields as scalars here,
equivalent to assuming that the fields have the same polarization. Diffraction
effects associated with the slits are ignored. Optical light detectors have long

115
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1r

Source

Detector
2r

r

1s

2s

Fig. 5.1. Sketch of the
standard setup for
Young’s double-slit
interference experiment.

response times and are capable only of measuring the average light intensity.
Thus the intensity of light on the detector is given by

I (r) = 〈|E(r, t)|2〉 (5.2)

where here the angular bracket means time average:

〈 f (t)〉 = lim
T →∞

1

T

T∫
0

f (t) dt. (5.3)

We assume that this average is stationary, i.e. independent of the origin of the
time axis. By the ergodic hypothesis, the time average will then be equivalent to
an ensemble average. Using Eq. (5.1) we then have

I (r) = |K1|2〈|E(r1, t1)|2〉
+|K2|2〈|E(r2, t2)|2〉
+ 2Re

[
K ∗

1 K2〈E∗(r1, t1)E(r2, t2)〉
]
. (5.4)

The first two terms are just the intensities associated with the fields from each of
the slits while the third term gives rise to the interference. We set

I1 = |K1|2〈|E(r1, t1)|2〉
(5.5)

I2 = |K2|2〈|E(r2, t2)|2〉.

We now introduce the first-order normalized mutual coherence function

γ (1)(x1, x2) = 〈E∗(x1)E(x2)〉√〈|E(x1)|2〉〈|E(x2)|2〉 , (5.6)

where we have followed the standard convention of setting xi = ri , ti . Thus we
can write the intensity measured at the screen in terms of component intensities
plus a coherence term:

I (r) = I1 + I2 + 2
√

I1 I2 Re
[

K1 K2γ
(1)(x1, x2)

]
. (5.7)
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If we now set Ki = |Ki | exp(iψi ) and write

γ (1)(x1, x2) = |γ (1)(x1, x2)| exp(i�12) (5.8)

then we have

I (r) = I1 + I2 + 2
√

I1 I2|γ (1)(x1, x2)| cos(�12 − ψ) (5.9)

where ψ = ψ1 − ψ2 is a phase difference arising from the difference in path
length (assumed smaller than the coherence length). Interference will occur for
|γ (1)(x1, x2)| 
= 0. We may discern three types of coherence:

∣∣γ (1)(x1, x2)
∣∣ = 1, complete coherence

0 <
∣∣γ (1)(x1, x2)

∣∣ < 1, partial coherence (5.10)∣∣γ (1)(x1, x2)
∣∣ = 0, complete incoherence.

It is convenient to introduce Rayleigh’s definition of fringe visibility:

V = (Imax − Imin)/(Imax + Imin), (5.11)

where

I max
min

= I1 + I2 ± 2
√

I1 I2|γ (1)(x1, x2)| (5.12)

so that

V = 2
√

I1 I2|γ (1)(x1, x2)|
I1 + I2

. (5.13)

Clearly, for complete coherence, the visibility (or contrast) for the fringes is a
maximum:

V = 2
√

I1 I2

I1 + I2
, (5.14)

whereas, for complete incoherence, there is zero visibility, V = 0. We should
further note an important property: going back to Eq. (5.6), it will be evident that
if the numerator factorizes according to

〈E∗(x1)E(x2)〉 = 〈E∗(x1)〉〈E(x2)〉 (5.15)

we then have |γ (1)(x1, x2)| = 1. Thus the factorization property may be used as
the criterion for complete optical coherence. The quantum analog of this criterion,
the factorization of the expectation value of a product of field operators, will give
rise to a criterion for the complete coherence in a quantum-mechanical light field,
as we shall see.

We now consider some examples of the classical first-order coherence func-
tions. We consider first the temporal coherence of stationary light fields at a fixed
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position. For example, a monochromatic light field propagating in the z-direction
is given at the position z at times t and t + τ as

E(z, t) = E0ei(kz−ωt)

(5.16)
E(z, t + τ ) = E0ei[kz−ω(t+τ )].

These are the quantities E(x1) and E(x2) respectively from which we obtain

〈E∗(z, t)E(z, t + τ )〉 = E2
0 e−iωτ . (5.17)

This is called the autocorrelation function and, dropping the position variable, is
often written as 〈E∗(t)E(t + τ )〉. It is clear in this case that

γ (1)(x1, x2) = γ (1)(τ ) = γ (1)∗(−τ ) = e−iωτ (5.18)

and thus |γ (1)(τ )| = 1 so we have complete temporal coherence. But perfectly
monochromatic sources of light do not exist. A more realistic model of a
“monochromatic” source should take into account the random processes by which
light is emitted from the decay of excited atoms in the source. These “monochro-
matic” sources will emit light as wave trains of finite length, where the trains are
separated by a discontinuous change of phase. The average wave train time, τ0,
of a given source is called the coherence time of the source. This coherence time
is inversely related to the natural line width of the spectral lines of the radiating
atoms in the source. We can then define the coherence length �coh of a wave train
as simply �coh = cτ0. So we now consider the field

E(z, t) = E0ei(kz−ωt)eiψ(t) (5.19)

where ψ(t) is a random step function in the range (0, 2π ) with period τ0 as shown
in Fig. 5.2a. The autocorrelation function in this case is

〈E∗(t)E(t + τ )〉 = E2
0 e−iωτ

〈
ei[ψ(t+τ )−ψ(t)]

〉
(5.20)

so that

γ (1)(τ ) = e−iωτ lim
T →∞

T∫
0

ei[ψ(t+τ )−ψ(t)] dt, (5.21)

where the difference in the phases is shown in Fig. 5.2b.
Now for 0 < t < τ0, ψ(t + τ ) − ψ(t) = 0 for 0 < t < τ0 − τ . But for τ0 −

τ < t < τ0, ψ(t + τ ) − ψ(t) is a random number in the range (0, 2π ). The same
holds for subsequent coherence time intervals. The integral can be evaluated (for
the details see References [1]) to give

γ (1) (τ ) =
(

1 − τ

τ0

)
e−iωτ , τ < τ0

(5.22)
= 0 τ ≥ τ0,,
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Fig. 5.2. (a) Random phase of period τ0 ψ(t) (solid line), ψ(t + τ ) (dashed line), and
(b) the phase difference ψ(t) − ψ(t + τ ).

and so we have

∣∣γ (1) (τ )
∣∣ = 1 − τ

τ0
, τ < τ0

(5.23)= 0 , τ ≥ τ0.

Thus if the time delay τ is longer than the coherence time τ 0, there is no coherence.
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A more realistic model of collision-broadened light is one for which the radia-
tion has a Lorentzian power spectrum centered at frequency ω0. In such a case the
autocorrelation function is (assuming again propagation along the z-direction)

〈E∗ (t) E (t + τ )〉 = E2
0 e−iω0t−|τ |/τ0 (5.24)

where τ 0 here may be interpreted as the average time between collisions. This
results in

γ (1)(τ ) = e−iω0τ−|τ |/τ0 ,
(5.25)

0 ≤ ∣∣γ (1) (τ )
∣∣ ≤ 1.

Evidently, |γ (1)(τ )| → 0 as τ → ∞ so the beam becomes increasingly incoherent
with increased time delay. If |τ | � τ0 complete coherence is approached. Further,
if the average time between collisions is shortened, then the spectrum is broadened
and |γ (1)(τ )| → 0 more rapidly with increasing τ . Light beams with such an
autocorrelation function are known as chaotic, although other light beams with
different power spectra, Gaussian, for example, are also termed chaotic.

5.2 Quantum coherence functions

Glauber and others, in a series of papers in the 1960s [2], showed how a quantum
theory of coherence can be constructed upon observables in a manner that closely
parallels the classical theory. The intensity of a light beam is measured by devices
that actually attenuate the beam by absorbing photons. The actual determination
of the intensity of a beam is determined by measuring in some way the response
of the absorbing system. We shall consider an ideal detector consisting of a single
atom of dimension small compared to the wavelength of the light. The absorption
of light over a broad band of wavelengths results in the ionization of the atom
and the subsequent detection of the photo-electron constitutes the detection of
the photon. From the counting of the photo-electrons, the statistical properties of
the light field may be determined.

The single-atom detector couples to the quantized field through the dipole
interaction (as discussed in Chapter 4),

Ĥ (I) = −d̂ · Ê(r, t) (5.26)

where we are using the Heisenberg picture in which the electric field operator
can be written as

Ê(r, t) = i
∑
k,s

(
hωk

2ε0V

)1/2

eks

[
âks(t)eik·r − â†

ks(t)e−ik·r
]
. (5.27)

Because the wavelength of the light is long compared with the dimensions of the
atom, |k · r| � 1 (the dipole approximation) and thus at the atomic detector the
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field is

Ê (r, t) ≈ i
∑
k,s

√
hωk

2ε0V
eks

[
âks (t) − â†

ks (t)
]
. (5.28)

Furthermore, the component of the field describing absorption is the positive
frequency part

Ê
(+)

(r, t) = i
∑
k,s

(
hωk

2ε0V

)1/2

eks âks (t) (5.29)

as it contains the annihilation operator. We assume that the atom is initially in
some state |g〉 and the field is in some state |i〉. Upon the absorption of radiation,
the atom makes a transition to state |e〉 and the field to state | f 〉. We assume that
|e〉 is an ionized atomic state and approximate it as a free electron state (a highly
idealized model of photo-detection)

|e〉 = 1√
V

eiq·r, (5.30)

where hq is the momentum of the ionized electron. Thus with the initial state
|I 〉 = |g〉|i〉 and final state |F〉 = |e〉| f 〉 the matrix element for the transition is

〈F | Ĥ (I) |I 〉 = − 〈e| d̂ |g〉 〈 f | Ê
(+)

(r, t) |i〉 . (5.31)

The transition probability for the atom–field system is proportional to∣∣∣〈F | Ĥ (I) |I 〉
∣∣∣2

. (5.32)

The probability that the field undergoes a transition from |i〉 to | f 〉 is proportional
to ∣∣∣〈 f | Ê

(+)
(r, t) |i〉

∣∣∣2
. (5.33)

We are really only interested in the final state of the detector, not the field, so we
must sum over all the possible final states. For all practical purposes, this set of
final states may be regarded as complete (and can always be completed with the
addition of states for unallowed transactions) so that

∑
f

∣∣∣〈 f | Ê(+) (r, t) |i〉
∣∣∣2

=
∑

f

〈i |Ê(−) (r, t) | f 〉 〈 f | Ê(+) (r, t) |i〉

= 〈i | Ê(−) (r, t) · Ê(+) (r, t) |i〉 , (5.34)

where, of course, Ê
(−)

(r, t) = [Ê
(+)

(r, t)]†.
In the preceding, we have assumed the field to be initially in a pure state.

More likely, it will be initially in a mixed state described by a density operator
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of the form

ρ̂F =
∑

i

Pi |i〉 〈i | . (5.35)

In this case, the expectation value of Eq. (5.34) is replaced by the ensemble
average

Tr
{
ρ̂FÊ(−) (r, t) · Ê(+) (r, t)

}
=

∑
i

Pi 〈i | Ê(−) (r, t) · Ê(+) (r, t) |i〉 .
(5.36)

Note the normal ordering of the operators; this is a consequence of our use of
an absorbing detector. Henceforth we shall resort to our earlier convention that
the fields are of the same polarization, i.e. that we can treat them as scalars. We
again use the notation x = (r, t) and define the function

G(1) (x, x) = Tr
{
ρ Ê (−) (x) Ê (+) (x)

}
(5.37)

which is the intensity of light at the space-time point x = r, t ; i.e. I (r, t) =
G(1)(x, x) is the quantum analog of the classical expression for the time or ensem-
ble averages of the previous section. For Young’s interference experiment as pic-
tured in Fig. 5.1, the positive frequency part of the field at a photo-detector located
at position r at time t is of the superposition of the fields from the two slits:

Ê (+)(r, t) = K1 Ê (+)(r1, t1) + K2 Ê (+)(r2, t2) (5.38)

which is just the positive frequency part of the quantum analog of the classical
relation in Eq. (5.1). The intensity of the light on the screen (actually the photo-
detector) is

I (r, t) = Tr
{
ρ̂ Ê (−)(r, t)Ê (+)(r, t)

}
= |K1|2G(1)(x1, x1) + |K2|2G(1)(x2, x2)

+ 2Re
[
K ∗

1 K2G(1)(x1, x2)
]

(5.39)

where

G(1) (xi , xi ) = Tr
{
ρ̂ Ê (−) (xi ) Ê (+) (xi )

}
i = 1, 2, . . . (5.40)

and where

G(1) (x1, x2) = Tr
{
ρ̂ Ê (−) (x1) Ê (+) (x2)

}
(5.41)

for x1 = r1, t1 and x2 = r2, t2. This last quantity is a general first-order corre-
lation function, Eq. (5.40) being special cases. Note that G(1)(xi , xi ) is just the
intensity at the detector of light arriving from xi whereas G(1)(x1, x2) is a mea-
sure of the correlation of light arriving from both x1 and x2, thus a measure of
interference.
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We may further define, in analogy with the classical coherence function
γ (1)(x1, x2) of Eq. (5.6), the normalized first-order quantum coherence function

g(1) (x1, x2) = G(1) (x1, x2)[
G(1) (x1, x1) G(1) (x2, x2)

]1/2
(5.42)

for which

0 ≤ ∣∣g(1) (x1, x2)
∣∣ ≤ 1. (5.43)

As in the classical case, we may discern three types of coherence:∣∣g(1) (x1, x2)
∣∣ = 1, complete coherence

0 <
∣∣g(1) (x1, x2)

∣∣ < 1, partial coherence∣∣g(1) (x1, x2)
∣∣ = 0 incoherent.

(5.44)

From the definition of the correlation function it is possible to show that

G(1) (x1, x2) = [
G(1) (x2, x1)

]∗

G(1) (xi , xi ) ≥ 0

G(1) (x1, x1) G(1) (x2, x2) ≥ ∣∣G(1) (x1, x2)
∣∣2

.

(5.45)

Equality in the last expression implies maximum fringe visibility, i.e.
|g(1)(x1, x2)| = 1.

For a single-mode plane-wave quantized field propagating with wave vector
k, the positive frequency part of the field operator is

Ê (+) (x) = i K â ei(k·r−ω t) (5.46)

where

K =
(

hω

2ε0V

)1/2

. (5.47)

If the field is in a number state |n〉 then

G(1) (x, x) = 〈n| Ê (−) (x) Ê (+) (x) |n〉
= K 2n (5.48)

G(1) (x1, x2) = 〈n| Ê (−) (x1) Ê (+) (x2) |n〉
= K 2n exp{i[k(r1 − r2) − ω(t2 − t1)]} (5.49)

and thus ∣∣g(1) (x1, x2)
∣∣ = 1. (5.50)

For a coherent state |α〉
G(1) (x, x) = 〈α| Ê (−) (x) Ê (+) (x) |α〉

= K 2 |α|2 , (5.51)

G(1) (x1, x2) = 〈α| Ê (−) (x1) Ê (+) (x2) |α〉
= K 2 |α|2 exp {i[k (r1 − r2) − ω (t2 − t1)]} . (5.52)
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So we obtain |g(1)(x1, x2)| = 1 as before. As in the classical case, the key to
first-order quantum coherence is the factorization of the expectation value of the
correlation function in the numerator of Eq. (5.42), i.e.:

G(1) (x1, x2) =
〈
Ê (−) (x1) Ê (+) (x2)

〉
=

〈
Ê (−) (x1)

〉 〈
Ê (+) (x2)

〉
. (5.53)

This condition is satisfied for the number and coherent states. The case for a
thermal state will be left as an exercise for the reader.

5.3 Young’s interference

As a last example of first-order quantum coherence we examine in some detail
Young’s interference experiment. We follow the presentation of Walls [3]. Again
referring to Fig. 5.1, we assume that the source of light is monochromatic and we
assume that the pinholes have dimensions of the order of the wavelength of the
light. The latter assumption allows us to ignore diffraction effects and allows us
to assume that the pinholes are point sources of spherical waves, and that the field
at the screen (or at a detector) at position r at time t is the sum of the spherical
waves from each pinhole:

Ê (+)(r, t) = f (r )[â1eik s1 + â2eik s2 ] e−iω t (5.54)

where

f (r ) = i

[
hω

2ε0 (4π R)

]1/2 1

r
. (5.55)

R is the radius of the normalization volume, s1 and s2 are the distances from the
pinholes to the screen and the r = |r| appearing in Eq. (5.55) is the result of the
approximation s1 ≈ s2 = r. Also, k = |k1| = |k2| is the magnitude of the wave
numbers of the beams from each of the pinholes. The field operators â1 and â2 are
associated with the radial modes of the field for photons emitted from pinholes
1 and 2 respectively. The intensity is given by

I (r, t) = Tr
{
ρ̂ Ê (−) (r, t) Ê (+) (r, t)

}
= | f (r )|2

{
Tr

(
ρ̂ â†

1â1

)
+ Tr

(
ρ̂ â†

2â2

)
+ 2

∣∣∣Tr
(
ρ̂ â†

1â2

)∣∣∣ cos �
}

(5.56)

where

Tr
(
ρ̂ â†

1â2

)
=

∣∣∣Tr
(
ρ̂ â†

1â2

)∣∣∣ eiψ (5.57)

and

� = k (s1 − s2) + ψ. (5.58)
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Maximum visibility of the interference fringes occurs for � = 2πm, where m is
an integer, and falls off as 1/r2 with increasing distance of the detector from the
central fringe.

But we note that the beam falling onto the pinholes can be approximated as a
plane-wave mode, and take the corresponding field operator as â. If the pinholes
are of equal size and if we were to put detectors right behind each of them, then
incident photons would be equally likely to go through either one. That is, the
two pinholes act to split a single beam into two beams. Thus we can write

â = 1√
2

(â1 + â2) (5.59)

where [
âi , â†

j

]
= δi j ,

[
âi , â†

j

]
= 0, [â, â†] = 1. (5.60)

Unfortunately, the relation in Eq. (5.59) does not by itself constitute a unitary
transformation. There needs to be another mode introduced, what we shall call
a “fictitious” mode, to make it unitary. (The reasoning behind this is discussed
in detail in Chapter 6.) We shall call this fictitious mode b̂, and will let b̂ =
(â1 − â2)/

√
2, where [b̂, b̂†] = 1. This mode will always be in the vacuum state

so it may be ignored in what follows, but we shall keep it for expository purposes.
Assuming the photons incident on the pinholes are in the a mode, in keeping

with our description above, an incident state containing n photons is the product
state |n〉a|0〉b. It is related to a1 and a2 mode states according to

|n〉a |0〉b = 1√
n!

â†n |0〉a |0〉b

= 1√
n!

(
1√
2

)n (
â†

1 + â†
2

)n
|0〉1 |0〉2 (5.61)

where |0〉1|0〉2 represents the product of the a1 and a2 mode’s vacuum states. For
the case of only one photon we have

|1〉a |0〉b = 1√
2

(|1〉1 |0〉2 + |0〉1 |1〉2) ,

= 1√
2

(|1, 0〉 + |0, 1〉) , (5.62)

where in the second line we have introduced compact notation where |1, 0〉 means
one photon in mode 1 and zero photons in mode 2 and vice versa for |0, 1〉. Note
that b̂ = (â1 − â2)/

√
2 operating on the state of Eq. (5.62) yields zero identically,

consistent with the idea that photons are not present in the fictitious mode. If the
incident state is |1〉a|0〉b then the intensity in the Young’s experiment is given by

I (r, t) = | f (r)|2
{

1

2
〈1, 0| â†

1â1 |0, 1〉

+ 1

2
〈0, 1| â†

2â2 |0, 1〉

+ 〈1, 0| â†
1â2 |0, 1〉 cos �

}
(5.63)
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which reduces to

I (r, t) = | f (r)|2 [1 + cos �] . (5.64)

In the case of two photons, we have from Eq. (5.61),

|2〉a |0〉b = 1

2
[|2, 0〉 +

√
2 |1, 1〉 + |0, 2〉] (5.65)

where the meanings of the state labels on the right-hand side should be clear.
(Note that the application of b̂ = (â1 − ã2)/

√
2 to Eq. (5.65) again yields zero.)

This state results in the intensity

I (r, t) = 2 | f (r)|2 [1 + cos �] . (5.66)

The general n-photon state gives

I (r, t) = n | f (r)|2 [1 + cos �] . (5.67)

For a coherent state incident on the pinholes, we have, by using the displacement
operator and Eq. (5.59),

|α〉a |0〉b = D̂a(α) |0〉a |0〉b = D̂1

(
α√
2

)
D̂2

(
α√
2

)
|0, 0〉

=
∣∣∣∣ α√

2

〉
1

∣∣∣∣ α√
2

〉
2

(5.68)

where

D̂i (α/
√

2) = exp

(
α√
2

â† − α∗
√

2
â

)
i = 1, 2. (5.69)

The intensity in this case is

I (r, t) = |α|2 | f (r)|2 [1 + cos �] . (5.70)

In all of these cases, the two interfering modes are derived from the same single-
mode beam incident on the two holes. They are all first-order coherent, giving
rise to the same interference pattern; only the overall intensity is affected by
the precise number, or average number, of photons. Note that throughout, as
promised, the fictitious b mode remains in the vacuum and as such we could
ignore it, as in fact, did Walls [3], but we think it is important to recognize that
unitarity must be preserved in all transformations.

Equation (5.63) seems to confirm Dirac’s [4] famous remark that “each photon
interferes only with itself, interference between different photons does not occur”.
Unfortunately, this remark, probably intended as a metaphor to delineate the sharp
contrast between the classical and quantum pictures of the interference of light,
has been taken out of context and interpreted by some to imply that photons
from independent light beams cannot interfere. If the modes a1 and a2 are truly
independent then the product number state |n1〉|n2〉, in fact, does not give rise
to interference fringes, as is easy to see. But if the modes are in coherent states
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Fig. 5.3. Sketch of the
setup for the Hanbury-
Brown and Twiss
experiment.

|α1〉|α2〉 arising, say, from independent lasers, then

I (r, t) = | f (r)|2{|α1|2 + |α2|2 + 2|α∗
1α2| cos �} (5.71)

which clearly exhibits interference fringes. Interference in light emitted by inde-
pendent lasers was demonstrated experimentally by Magyar and Mandel [5] just
a few years after the invention of the laser.

5.4 Higher-order coherence functions

First-order coherence in Young’s experiment may be understood mathematically
as the result of the factorization of the expectation values in the correlation
function of the fields in both the classical and quantum cases. Such an experiment
is able to determine the degree to which a light source is monochromatic, or to
determine the coherence length of the light, but it says nothing about the statistical
properties of the light. That is, first-order coherence experiments are unable to
distinguish between states of light with identical spectral distributions but with
quite different photon number distributions. We have seen that a single-mode
field in either a number state or a coherent state is first-order quantum coherent
yet the photon distributions of these states are strikingly different.

In the 1950s, Hanbury Brown and Twiss in Manchester [6] developed a new
kind of correlation experiment that involved the correlation of intensities rather
than of fields. A sketch of the experiment is shown in Fig. 5.3. Detectors D1 and
D2 are the same distance from the beam splitter. This setup measures a delayed
coincidence rate where one of the detectors registers a count at time t and the
other a count at t + τ . If τ , the time delay, is smaller than the coherence time τ0,
information on the statistics of the light beam striking the beam splitter can be
determined.
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The rate of coincident counts is proportional to the time, or ensemble,
average

C (t, t + τ ) = 〈I (t) I (t + τ )〉 (5.72)

where I (t) and I (t + τ ) are the instantaneous intensities at the two detectors
(these are classical quantities here). If we assume that the fields are stationary,
the average is a function only of t . If the average of the intensity at each detector is
〈I (t)〉, then the probability of obtaining a coincidence count with time delay τ is

γ (2) (τ ) = 〈I (t) I (t + τ )〉
〈I (t)〉2

= 〈E∗ (t) E∗ (t + τ ) E (t + τ ) E (t)〉
〈E∗ (t) E (t)〉2 . (5.73)

This is the classical second-order coherence function. If the detectors are at
different distances from the beam splitter, the second-order coherence function
can be generalized to

γ (2) (x1, x2; x2, x1) = 〈I (x1) I (x2)〉
〈I (x1)〉 〈I (x2)〉

= 〈E∗(x1) E∗(x2) E(x2) E(x1)〉
〈|E (x1)|2〉 〈|E (x2)|2〉 . (5.74)

By analogy to first-order coherence, there is said to be classical coherence to
second order if |γ (1)(x1, x2)| = 1 and γ (2)(x1, x2; x2, x1) = 1. The second condi-
tion requires the factorization

〈E∗(x1)E∗(x2)E(x2)E(x1)〉 = 〈|E(x1)|2〉 〈|E(x2)|2〉. (5.75)

For a plane wave propagating in the z-direction, as given by Eq. (5.16), it is easy
to show that

〈E∗ (t) E∗ (t + τ ) E (t + τ ) E (t)〉 = E4
0 (5.76)

and thus γ (2)(τ ) = 1. For any light beam of constant, non-fluctuating, intensity,
we have I (t) = I (t + τ ) = I0, γ

(2)(τ ) = 1.

However, unlike the first-order coherence function, the second-order coher-
ence function is not restricted to be unity or less. To see this, we first consider the
zero time-delay coherence function

γ (2) (0) = 〈I (t)2〉
〈I (t)〉2 . (5.77)

For a sequence of N measurements taken at times t1, t2, . . . , tN , the required
averages are given by

〈I (t)〉 = I (t1) + I (t2) + · · · + I (tN )

N
(5.78)

〈I (t)2〉 = I (t1)2 + I (t2)2 + · · · + I (tN )2

N
.
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Now according to Cauchy’s inequality applied to a pair of measurements at times
t1 and t2, we have

2I (t1) I (t2) ≤ I (t1)2 I (t2)2 . (5.79)

Applying this to all the cross terms in 〈I (t)〉2 it follows that

〈I (t)2〉 ≥ 〈I (t)〉2 (5.80)

and thus

1 ≤ γ (2)(0) < ∞, (5.81)

there being no way to establish an upper limit.
For nonzero time delays, the positivity of the intensity ensures that 0 ≤

γ (2)(τ ) < ∞, (τ 
= 0). But from the inequality of Eq. (5.81) it can be established
that

[I (t1)I (t1 + τ ) + · · · + I (tN )I (tN + τ )]2

≤ [I (t1)2 + · · · + I (tN )2][I (t1 + τ )2 + · · · + I (tN + τ )2]. (5.82)

For a long series of many measurements, the two series on the right-hand side
are equivalent so that

〈I (t) I (t + τ )〉 ≤ 〈I (t)〉2 (5.83)

and thus we arrive at

γ (2) (τ ) ≤ γ (2) (0) . (5.84)

The results reported in Eqs. (5.81) and (5.84) establish limits for classical light
fields. Later we shall show that some quantum states of light violate the quantum-
mechanical version of the inequality of Eq. (5.84).

For a light source containing a large number of independently radiating atoms
undergoing collisional broadening, it can be shown [7] that the first- and second-
order coherence functions are related according to

γ (2) (τ ) = 1 + ∣∣γ (1) (τ )
∣∣2

, (5.85)

a relation that holds for all kinds of chaotic light. Evidently, since 0 ≤
|γ (1)(τ )| ≤ 1 it follows that 1 ≤ |γ (2)(τ )| ≤ 2. From the result in Eq. (5.25) we
have, for sources with Lorentzian spectra,

γ (2) (τ ) = 1 + e−2|τ |/τ0 . (5.86)

Although for τ → ∞, γ (2)(τ ) → 1, it is evident that for zero time delay, τ →
0, γ (2)(0) = 2. In fact, for any kind of chaotic light, γ (2)(0) = 2. The implication
of this result is as follows. If light incident on one of the detectors is independent
of the light incident on the other, there should be a uniform coincidence rate
independent of t . This is what Hanbury Brown and Twiss [6] expected. By using
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an elementary (but wrong!) picture in which the photons are emitted indepen-
dently by the source, and assuming that the beam splitter did not split photons
but merely reflected or transmitted them, Hanbury Brown and Twiss expected to
be able to demonstrate the existence of photons. They found, for zero time delay,
twice the detection rate compared with the rate at long time delays. If photons
exist, they evidently arrive in pairs at zero time delay but independently at long
time delays. That photons arrive in “bunched” pairs is now known as the photon
bunching effect (also known as the Hanbury Brown and Twiss effect). Note that
by measuring the coincidence counts at increasing delay times, it is possible to
measure the coherence time τ0 of the source.

In the previous paragraph, we spoke of the bunching of photons, even though
the important result of Eq. (5.86) was not derived on the basis of the quantum
theory of light. We now introduce the second-order quantum coherence function
and show that light in a coherent state, as obtained (to a reasonable approximation)
from a well-stabilized laser, is coherent to second order and that thermal light
sources exhibit the photon bunching effect. In these cases, the quantum and
classical pictures agree, but it will become clear that there are instances where
the quantum theory predicts situations for which there is no classical counterpart.

We extend the argument used in the first-order case to the detection of two pho-
tons by absorption. The transition probability for the absorption of two photons
is proportional to ∣∣∣〈 f | Ê (+) (r2, t2) Ê (+) (r1, t1) |i〉

∣∣∣2
(5.87)

which, after summation over all final states becomes

〈i | Ê (−) (r1, t1) Ê (−) (r2, t2) Ê (+) (r2, t2) Ê (+) (r1, t1) |i〉 . (5.88)

Generalizing to cases of nonpure field states we introduce the second-order quan-
tum correlation function

G(2) (x1, x2; x2, x1) = Tr
{
ρ̂ Ê (−) (x1) Ê (−) (x2) Ê (+) (x2) Ê (+) (x1)

}
(5.89)

which is to be interpreted as the ensemble average of I (x1)I (x2). As in the first-
order case, the normal ordering of the field operators for absorptive detection is
important and must be preserved. We define the second-order quantum coherence
function as

g(2) (x1, x2; x2, x1) = G(2) (x1, x2; x2, x1)

G(1) (x1, x1) G(1) (x2x2)
(5.90)

where g(2)(x1, x2; x2, x1) is the joint probability of detecting one photon at r1

at time t1 and a second at r2 at time t2. A quantum field is said to be second-
order coherent if |g(1)(x1, x2)| = 1 and g(2)(x1, x2; x2, x1) = 1. This requires that
G(2)(x1, x2; x2, x1) factorize according to

G(2) (x1, x2; x2, x1) = G(1) (x1, x1) G(1) (x2, x2) . (5.91)
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At a fixed position, g(2) depends only on the time difference τ = t2 − t1:

g(2) (τ ) =
〈
Ê (−) (t) Ê (−) (t + τ ) Ê (+) (t + τ ) Ê (+) (t)

〉
〈
Ê (−) (t) Ê (+) (t)

〉 〈
Ê (−) (t + τ ) Ê (+) (t + τ )

〉 (5.92)

which is interpreted as the conditional probability that if a photon is detected at
t one is also detected at t + τ .

For a single-mode field of the form given by Eq. (5.46), g(2)(τ ) reduces to

g(2)(τ ) = 〈â†â†ââ〉
〈â†â〉2

= 〈n̂(n̂ − 1)〉
〈n̂〉2

= 1 + 〈(�n̂)2〉 − 〈n̂〉
〈n̂〉2

, (5.93)

which is independent of τ .
For the field in a coherent state |α〉 it follows that

g(2) (τ ) = 1 (5.94)

meaning that the probability of a delayed coincidence is independent of time.
This state is second-order coherent. For a field in a single-mode thermal state (all
other modes filtered out) given by Eq. (2.138) it can be shown that

g(2) (τ ) = 2 (5.95)

indicating a higher probability of detecting coincident photons. For a multimode
(unfiltered) thermal state it can be shown [7] that, just as in the classical case,

g(2) (τ ) = 1 + ∣∣g(1) (τ )
∣∣2

(5.96)

which lies in the range 1 ≤ g(2)(τ ) ≤ 2. For collision broadened light with a
Lorentzian spectrum and a first-order coherence function

g(1) (τ ) = e−iω0 τ−|τ |/τ0 (5.97)

(see Appendix B) we have

g(2) (τ ) = 1 + e−2|τ |/τ0 (5.98)

which is just as in the classical case. But here it is legitimate to interpret the
result in terms of the arrival of photons. For |τ | � τ0, the probability of getting
two photon counts within the time |τ | is large compared with the random case.
For zero time delay, g(2)(0) = 2, and g(2)(τ ) < g(2)(0). This inequality charac-
terizes photon bunching. For a multimode coherent state, using the definition of
Eq. (5.93), it can be shown that

g(2) (τ ) = 1 (5.99)

and thus the photons arrive randomly as per the Poisson distribution, g(2)(τ ) being
independent of the delay time. But there is another possibility, the case where
g(2)(0) < g(2)(τ ). This is the opposite of photon bunching, photon antibunching
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[8]. For this, the photons tend to arrive evenly spaced in time, the probability of
obtaining coincident photons in a time interval τ is less than for a coherent state
(the random case). As we will show in Chapter 7, this situation is quite nonclassical
in the sense that apparent negative probabilities are involved, meaningless for
classical fields. But for now let us consider the single-mode field in a number
state |n〉 from which it follows that

g(2) (τ ) = g(2) (0) =



0 n = 0, 1

1 − 1

n
n ≥ 2

. (5.100)

Evidently g(2)(0) < 1 and this is outside the allowed range for its classical coun-
terpart γ (2)(0) as discussed earlier. The fact that g(2)(0) takes on classically forbid-
den values may be interpreted as a quantum-mechanical violation of the Cauchy
inequality. Note that g(2)(0) will be less than unity whenever 〈(�n̂)2〉 < 〈n̂〉,
according to Eq. (5.94). (For a number state 〈(�n̂)2〉 = 0.) States for which this
condition holds are sub-Poissonian. (States that possess sub-Poissonian statistics
are also nonclassical, as we shall discuss in Chapter 7.) Since g(2)(τ ) is constant
for the single-mode field, photon antibunching does not occur, the requirement
for it to occur being g(2)(0) < g(2)(τ ). The point is that photon antibunching
and sub-Poissonian statistics are different effects although they have often been
confused as being essentially the same thing. They are not [9].

The extension of the concept of quantum coherence to the nth order is straight-
forward. The nth-order quantum correlation function is given by

G(n) (x1, . . . xn ; xn, . . . x1)

= Tr
{
ρ̂ Ê (−) (x1) . . . Ê (−) (xn) Ê (+) (xn) . . . Ê (+) (x1)

}
(5.101)

and the nth-order coherence function is then defined as

g(n) (x1, . . . xn ; xn, . . . x1) = G(n) (x1, . . . xn ; xn, . . . x1)

G(1) (x1, x1) . . . G(1) (xn, xn)
. (5.102)

Because G(n) contains counting rates (intensities and coincidence rates) which
are always positive, it follows that

G(n) (x1, . . . xn ; xn, . . . x1) ≥ 0. (5.103)

Generalizing on our definition of second-order coherence, a field is said to be
nth-order coherent if ∣∣g(n) (x1, . . . xn ; xn, . . . x1)

∣∣ = 1 (5.104)

for all n ≥ 1. If Eq. (5.103) holds for n → ∞, the state is said to be fully coher-
ent. The necessary and sufficient condition for Eq. (5.103) to hold is that the
correlation function be factorable, i.e.

G(n) (x1, . . . xn ; xn, . . . x1) = G(1) (x1, x1) . . . G(1) (xn, xn) , (5.105)

a condition that automatically holds for coherent states.
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Problems

1. Derive an expression for the interference pattern in a Young’s double-slit experiment

for an incident field n-photon state; i.e. verify Eq. (5.66).

2. Derive an expression for the interference pattern in a Young’s double-slit experiment

for an incident thermal light beam.

3. Show that thermal light is first-order coherent but not second- or higher-order coherent.

4. Consider the superposition state of the vacuum and one-photon states,

|ψ〉 = C0 |0〉 + C1 |1〉 ,

where |C0|2 + |C1|2 = 1, and investigate its coherence properties. Note that quantum

mechanically it is “coherent” because it is a pure state. Compare your result with that

obtained for the mixture

ρ = |C0|2 |0〉 〈0| + |C1|2 |1〉 〈1| .

5. Assuming |α| large, discuss the coherence properties of the superposition of two coher-

ent states (sometimes called the Schrödinger cat states)

|ψ〉 = 1√
2

(|α〉 + |−α〉)

and compare with those of the mixture

ρ = 1

2
(|α〉 〈α| + |−α〉 〈−α|) .
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Chapter 6
Beam splitters and interferometers

6.1 Experiments with single photons

Central to the entire discipline of quantum optics, as should be evident from the
preceding chapters, is the concept of the photon. Yet it is perhaps worthwhile
to pause and ask: what is the evidence for the existence of photons? Most of us
first encounter the photon concept in the context of the photo-electric effect. As
we showed in Chapter 5, the photo-electric effect is, in fact, used to indirectly
detect the presence of photons – the photo-electrons being the entities counted.
But it turns out that some aspects of the photo-electric effect can be explained
without introducing the concept of the photon. In fact, one can go quite far with a
semiclassical theory in which only the atoms are quantized with the field treated
classically. But we hasten to say that, for a satisfactory explanation of all aspects
of the photo-electric effect, the field must be quantized. As it happens, the other
venerable “proof” of the existence of photons, the Compton effect, can also be
explained without quantized fields.

In an attempt to obtain quantum effects with light, Taylor, in 1909 [1], obtained
interference fringes in an experiment with an extremely weak source of light.
His source was a gas flame and the emitted light was attenuated by means of
screens made of smoked glass. The “double slit” in the experiment was, in fact,
a needle whose shadow on a screen exhibited the fringes of a diffraction pattern
when exposed to direct light from the source. But Taylor found that the fringes
persisted upon attenuation of the source, even down to the lowest intensities
where, one could naively conclude, on the basis of simple energy considerations,
there was at most only one photon at a time between the source and the screen.
Apparently, photons passing by the needle one at a time give rise to interference.
Presumably, this is the origin of Dirac’s famous remark [2] that “each photon
interferes only with itself, interference between two photons does not occur”. But
we now know, as discussed in Chapter 5, that a thermal source, such as the gas
flame used by Taylor, does not produce photons one-at-a-time but rather produces
them in bunches. Hence it is naı̈ve and wrong to use energy considerations alone
to determine the number of photons between the source and the screen at any
given time; there is a strong likelihood that there are two photons present, the

135
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ν1

ν2

Tw o-photon
laser
exci tation

s-state

s-state

p-state

Fig. 6.1. Energy-level diagram of the single photon source for the experiments of
Grangier et al. A calcium atom is irradiated by a laser, which excites the atom by
two-photon absorption to a high-lying s-state. The atom then undergoes a cascade
decay first to a p-state, emitting a photon of frequency ν1, used as the trigger
photon, and then to the original s-state emitting a photon of frequency ν2.

photon bunching effect. A laser source produces photons randomly, so even when
attenuated there is at least some chance that there may be more than one photon
between the source and the screen. To get as close as possible to having a single
photon between source and screen requires a source of antibunched photons. This
in turn requires a source consisting of only a very few atoms, ideally a single
atom.

Such a source was developed only relatively recently by Grangier et al. [3]
originally for the purpose of a fundamental test of quantum mechanics, namely a
search for violations of Bell’s inequality, and then used to demonstrate the indi-
visibility of photons. This source consists of a beam of calcium atoms irradiated
by laser light exciting the atoms to a high-lying s-state. The s-state undergoes a
rapid decay to a p-state emitting a photon of frequency ν1. Subsequently the atom
rapidly undergoes another rapid decay, this time to the ground s-state, by emit-
ting a second photon, this one having a frequency ν2 (see Fig. 6.1). The photons,
to conserve momentum, are emitted in opposite directions. In the experiment
described in Reference [3], the first photon, detected by Dtrig, was used as a “trig-
ger” to alert a set of photo-detectors placed at the outputs of a 50:50 beam splitter
upon which the second photon falls as illustrated in Fig. 6.2. The trigger tells the
photo-detectors to expect a photon to emerge from the beam splitter by “gating”
the detection electronics for a brief time interval. This eliminates spurious counts
due to photons entering the detectors from irrelevant sources. The experimental
setup, as pictured in Fig. 6.2, is such that only the particle nature of the photons
will be manifested. That is, a single photon falling on the beam splitter would
be either reflected into detector Dref or transmitted into detector Dtran, i.e. it is a
“which path” experiment and no interference effects are expected. There should
be no simultaneous counts (the counts should anti-correlated) of reflected and
transmitted photons and, because the beam splitter is 50:50, repeated runs of the
experiment should result in each of the two detectors firing approximately 50%
of the time. These expectations were confirmed by the investigators.
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Dtrig tran

ref Coincidence
counter

Source

Fig. 6.2. Anti-correlation
experiment of Grangier
et al. Detection of the
trigger photon alerts the
coincidence counters to
expect a photon to pass
through the beam splitter.
The beam splitter is 50:50.

E1 E3

E2

Fig. 6.3. Classical beam
splitting. A classical field
of amplitude E1 is split
into fields of amplitudes
E2 and E3.

6.2 Quantum mechanics of beam splitters

At this point we must pause and consider the beam splitter in a fully quantum-
mechanical context. In the previous chapter, we used the notion of a beam splitter
in a somewhat cavalier manner. We were able to get away with it because, for
“classical”-like light beams, coherent and thermal beams, the quantum and clas-
sical treatments of beam splitters agree. But at the level of a single or few photons,
the classical approach to beam splitting produces erroneous and quite misleading
results.

To see how classical reasoning over beam splitting goes wrong, let us consider
first a classical light field of complex amplitude E1 incident upon a lossless beam
splitter as indicated in Fig. 6.3. E2 and E3 are the amplitudes of the reflected
and transmitted beams respectively. If r and t are the (complex) reflectance and
transmittance respectively of the beam splitter, then it follows that

E2 = rE1 and E3 = tE1. (6.1)

For a 50:50 beam splitter we would have |r | = |t | = 1/
√

2. However, for the sake
of generality, we do not impose this condition here. Since the beam splitter is
assumed lossless, the intensity of the input beam should equal the sum of the
intensities of the two output beams:

|E1|2 = |E2|2 + |E3|2 (6.2)
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which requires that

|r |2 + |t |2 = 1. (6.3)

To treat the beam splitter quantum mechanically we might try replacing the
classical complex field amplitudes Ei by a set of annihilation operators âi (i =
1, 2, 3) as indicated in Fig. 6.4. In analogy with the classical case we might try
setting

â2 = r â1 and â3 = t â1. (6.4)

However, the operators of each of the fields are supposed to satisfy the commu-
tation relations[

âi , â†
j

]
= δi j , [âi , â j ] = 0 =

[
â†

i , â†
j

]
(i, j = 1, 2, 3) , (6.5)

but it is easy to see that for the operators of Eq. (6.4) we obtain[
â2, â†

2

]
= |r |2

[
â1, â†

1

]
= |r |2 ,[

â3, â†
3

]
= |t |2

[
â1, â†

1

]
= |t |2 ,[

â2, â†
3

]
= r t∗ 
= 0, etc. (6.6)

Thus the transformations in Eq. (6.4) do not preserve the commutation relations
and therefore cannot provide the correct quantum description of a beam splitter.
This conundrum is resolved as follows: in the classical picture of the beam splitter
there is an unused “port” which, being empty of an input field, has no effect on
the output beams. However, in the quantum-mechanical picture, the “unused”
port still contains a quantized field mode albeit in the vacuum state and, as we
have repeatedly seen, the fluctuations of the vacuum lead to important physical
effects. The situation with the beam splitter is no exception. In Fig. 6.5 we indicate
all the modes required for a proper quantum description of the beam splitter, â0

representing the field operator of the classically vacant input mode. Also indicated
are two sets of transmittances and reflectances, allowing for the possibility of an
asymmetric beam splitter. We now write the beam-splitter transformations for
the field operators as

3

2
^

1
^ ^

BS (Wrong!)

aa

a

Fig. 6.4. Naı̈ve, and
incorrect, quantum
mechanical depiction of a
beam splitter.

3

2a^

1a

a

^ a^

^
0

(r',t')

( )r,t

(Right!)

Fig. 6.5. The correct
quantum-mechanical
depiction of a beam
splitter.

â2 = r â1 + t ′â0, â3 = t â1 + r ′â0 (6.7)

or collectively as (
â2

â3

)
=

(
t ′ r
r ′ t

) (
â0

â1

)
. (6.8)

It is easily seen that the commutation relations of Eq. (6.5) are satisfied as long
as the following relations hold:∣∣r ′∣∣ = |r | , |t | = ∣∣t ′∣∣ , |r |2 + |t |2 = 1, r∗t ′ + r ′t∗ = 0, and r∗t + r ′t ′∗ = 0. (6.9)

These relations are known as the reciprocity relations and can also be derived on
the basis of energy conservation.



6.2 Quantum mechanics of beam splitters 139

Let us examine a couple of relevant examples. The phase shifts of the reflected
and transmitted beams depend on the construction of the beam splitter [4]. If
the beam splitter is constructed as a single dielectric layer, the reflected and
transmitted beams will differ in phase by a factor of exp(± iπ/2) = ± i . For a
50:50 beam splitter, assuming the reflected beam suffers a π/2 phase shift, the
input and output modes are related according to

â2 = 1√
2

(â0 + i â1) , â3 = 1√
2

(i â0 + â1) . (6.10)

Since the transformation between input and output modes must be unitary, we
may write Eq. (6.8) as (

â2

â3

)
= Û †

(
â0

â1

)
Û (6.11)

where Û is a unitary operator. This transformation constitutes a Heisenberg pic-
ture formulation of a beam splitter. For the specific transformation represented
by Eq. (6.10), the operator Û has the form

Û = exp
[
i
π

4

(
â†

0â1 + â0â†
1

)]
, (6.12)

easily checked using the Baker–Hausdorf lemma in Eq. (6.11).
On the other hand, we may adopt the Schrödinger picture and ask the following

question. For a given input state to the beam splitter, what is the output state?
Remembering that all photon number states |n〉, hence any superposition or any
statistical mixture of such states, may be constructed by the action of n powers
of the creation operator on the vacuum, we may use Eqs. (6.7) and (6.8) to
construct the output states from the action of the transformed creation operators
on the vacuum states of the output modes, it being obvious that an input vacuum
transforms to an output vacuum: |0〉0|0〉1 → |0〉2|0〉3.

As an example, consider the single photon input state |0〉0|1〉1 which we may
write as â†

1|0〉0|0〉1. For the beam splitter described by Eq. (6.10) we find that
â†

1 = (i â†
2 + â†

3)/
√

2. Thus we may write, using that |0〉0|0〉1
BS−→ |0〉2|0〉3,

|0〉0 |1〉1
BS−→ 1√

2

(
i â†

2 + â†
3

)
|0〉2 |0〉3

= 1√
2

(i |1〉2 |0〉3 + |0〉2 |1〉3) . (6.13)

This is an important result. It says that a single-photon incident at one of the
input ports of the beam splitter, the other port containing only the vacuum, will
be either transmitted or reflected with equal probability. Of course, this is precisely
as we earlier claimed and explains why no coincident counts are to be expected
with photon counters placed at the outputs of the beam splitter, as confirmed by
the experiment of Grangier et al. [3]. Actually, because the beam splitter is well
understood, the lack of coincident counts in the above experiment may be taken as
an indication that the source is truly producing single-photon states. (Obviously,
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the beam splitter is a passive device that neither creates nor destroys photons.
There are, of course, active devices that convert one photon into two, for example,
and we shall encounter these in the next chapter.)

One other point needs to be made about the output state of Eq. (6.13). It is an
entangled state: it cannot be written as a simple product of states of the individual
modes 2 and 3. The density operator (see Appendix A) for the (pure) state of
Eq. (6.13) is

ρ̂23 = 1

2
{|1〉2 |0〉3 2〈1| 3 〈0| + |0〉2 |1〉3 2 〈0| 3 〈1|

+ i |1〉2 |0〉3 2 〈0| 3 〈1| − i |0〉2 |1〉3 2 〈1| 3 〈0|} . (6.14)

In placing detectors in the two output beams, we are measuring the full “coher-
ence” as described by the state vector of Eq. (6.13) or equivalently the density
operator of Eq. (6.14). Suppose, on the other hand, we make no measurement of,
say, mode 3. Mode 2 is then described by the reduced density operator obtained
by tracing over the states of the unmeasured mode (see Appendix A):

ρ̂2 = Tr3ρ̂23 =
∞∑

n=0

3 〈n|ρ̂23 |n〉3

= 1

2
(|0〉2 2 〈0| + |1〉2 2 〈1|) . (6.15)

This represents merely a statistical mixture, there being no “off-diagonal” coher-
ence terms of the form |0〉〈1| or |1〉〈0|. Thus placing a detector in only one of
the output beams yields random results, 0 or 1, each 50% of the time, just as we
would expect.

Before moving on to single-photon interference, let us consider two more
examples of beam splitting. First we consider a coherent state, a classical-like
state, rather the opposite of the highly nonclassical single-photon state, incident
on the beam splitter with, again, only the vacuum in the other input port. That
is, the initial state is |0〉0|α〉1 = D̂1(α)|0〉0|0〉1 where D̂1(α) = exp(αâ†

1 − α∗â1)
is the displacement operator for mode 1. We may then, following the procedure
above, obtain the output state according to

|0〉0 |α〉1
BS−→ exp

[
α√
2

(
i â†

2 + â†
3

)
− α∗

√
2

(−i â2 + â3)

]
|0〉2 |0〉3

= exp

[(
i α√

2

)
â†

2 −
(−i α∗

√
2

)
â2

]
exp

[(
α√
2

)
â†

3 −
(

α∗
√

2

)
â3

]
|0〉2 |0〉3

=
∣∣∣∣ i α√

2

〉
2

∣∣∣∣ α√
2

〉
3

. (6.16)

Evidently we obtain the result expected for a classical light wave where the
incident intensity is evenly divided between the two output beams, e.g. half the
incident average photon number, |α|2/2, emerges in each beam. We also naturally
obtain the phase shift i = ei π/2 for the reflected wave, as expected. Finally, note
that the output is not entangled.
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Essentially everything about beam splitting with a coherent state is classical
and in that regard it is worth inserting here a note of caution. The case of a single
photon incident on the beam splitter is not obtainable as the limiting case of
an incident coherent state, i.e. for |α| small. It is easy to check that the single-
photon result of Eq. (6.13) is not obtainable in any way as a limiting case of
Eq. (6.16). This is quite obvious without doing any calculations as the former is
entangled whereas the latter is not. Entanglement cannot arise as a limiting case
of a product state. The point is, as mentioned earlier in the chapter, that attempts
at extrapolating low-field behavior from classical results are misleading and quite
wrong.

As a last example with operator transformations, we return to the strictly
quantum domain and consider the situation where single photons are simultane-
ously injected into the two input ports of our 50:50 beam splitter, the incident
state being |1〉0|1〉1 = â†

0â†
1|0〉0|0〉1. Again, following the previous procedure with

â†
0 = (â†

2 + i â†
3)/

√
2 and â†

1 = (i â†
2 + â†

3)/
√

2 we have

|1〉0 |1〉1
BS−→ 1

2

(
â†

2 + i â†
3

)(
i â†

2 + â†
3

)
|0〉2 |0〉3

= i

2

(
â†

2â†
2 + â†

3â†
3

)
|0〉2 |0〉3

= i√
2

(|2〉2 |0〉3 + |0〉2 |2〉3) . (6.17)

Apparently, the two photons emerge together such that photo-detectors placed
in the output beams should not register simultaneous counts. But unlike the case
of a single incident photon, the physical basis for obtaining no simultaneous
counts is not a result of the particle-like nature of photons. Rather, it is caused
by interference (a wave-like effect) between two possible ways of obtaining the
(absent) output state |1〉2|1〉3: the process where both photons are transmitted
(Fig. 6.6(a)) and the process where they are both reflected (Fig. 6.6(b)). Note the
indistinguishability of the two processes for the output state |1〉2|1〉3. There is a
simple and rather intuitive way of understanding this result. Recall Feynman’s
rule [5] for obtaining the probability for an outcome that can occur by several
indistinguishable processes: one simply adds the probability amplitudes of all the
processes and then calculates the square of the modulus. Assuming that our beam
splitter is described by Eq. (6.10), the reflected photons each acquire an eiπ/2 = i
phase shift. The amplitude for transmission for each photon is AT = 1/

√
2 and

the amplitude for reflection for each is AR = i/
√

2. The amplitude that both
photons are transmitted is AT · AT and that both are reflected is AR · AR. Thus
the probability of the photons emerging in both output beams is

P11 = |AT · AT + AR · AR|2 =
∣∣∣∣ 1√

2
· 1√

2
+ i√

2

i√
2

∣∣∣∣
2

= 0. (6.18)

An experimental demonstration of this effect was first performed by Hong, Ou,
and Mandel [6] and is discussed in Chapter 9.
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Fig. 6.6. Two
indistinguishable
processes with
simultaneous single
photon inputs. (a) Both
photons are transmitted.
(b) Both photons are
reflected. These processes
interfere destructively
with each other.
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It may be attempting to interpret the result in Eq. (6.17) as owing to the bosonic
nature of photons, a kind of clustering in the sense of Bose–Einstein condensation
(BEC). Indeed, in the case of fermions, such as in neutron interferometry, the
output of a beam splitter for the corresponding input would find the fermions
always in different beams in accordance with the Pauli exclusion principle. Of
course, this behavior and that of the photons are linked to the statistical properties
of the particles and hence to the nature of the operators that describe them. But
for photons it would be misleading to push the clustering analogy à la BEC too
far. For example, if n photons are injected into each port simultaneously, i.e.
the input state being |n〉0|n〉1, the output state is not ∼ |2n〉2|0〉3 + eiφ|0〉2|2n〉3,
except for n = 1, as the reader may easily check.

We now reconsider the case of the vacuum and coherent state incident to a
beam splitter as given in Eq. (6.16). We expand the product state |0〉0|α〉1as

|in〉 = |0〉0 |α〉1 = e−|α|2/
2

∞∑
N=0

αN

√
N !

|0〉0 |N 〉1 (6.19)

where it is evident that we have a superposition of the product states |0〉0|N 〉1.
Because the beam splitter conserves the total number of photons, we should be
able to take the expansion for the product state in the last line of Eq. (6.16) and by
partitioning it into sectors of total photon numbers N, deduce the beam-splitter
transformation for the input states |0〉0|N 〉1. We write

|out〉 =
∣∣∣∣ i α√

2

〉
2

∣∣∣∣ α√
2

〉
3

= e−|α|2/
2

∞∑
n=0

∞∑
m=0

(i α/
√

2)n(α/
√

2)m

√
n!m!

|n〉2 |m〉3 , (6.20)

and setting m = N − n we have, after some rearrangement,

|out〉 = e−|α|2/
2

∞∑
N=0

αN

√
N !

|ψN 〉2,3, (6.21)

where

|ψN 〉2,3 = 1

2N/2

N∑
n=0

i n

[
N !

n! (N − n)!

]1/2

|n〉2 |N − n〉3 . (6.22)

Thus it follows that the beam splitter causes the transformation |0〉0|N 〉1 →
|ψN 〉2,3. The state |ψN 〉2,3 is a binomial state in that N photons are binomially
distributed over the two modes.

There is one other way to obtain this result and that is by using projection
operators (see Appendix B). (We stress that only the mathematics of the projection
operators is used here; no state reductive measurements are implied.) If we let
P̂ (0,1)

N = |0〉0|N 〉1 0〈0|1〈N | be the projection operator onto the N photon sector of
the 0–1 modes, the corresponding projection operator onto the 2–3 modes is

P̂ (2,3)
N =

N∑
k=0

|k〉2 |N − k〉3 2 〈k| 3 〈N − k|. (6.23)
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Fig. 6.7. A Mach–Zehnder
interferometer with a
single-photon input. The
beam splitters BS1 and
BS2 are 50:50, M1 and M2

are mirrors, and the box
labeled θ represents the
relative phase shift
between the two arms.

Evidently, we have

|0〉0 |N 〉1 = P̂ (0,1)
N |in〉

〈in| P̂ (0,1)
N |in〉1/2

, (6.24)

and so it is that

|ψN 〉2,3 = P̂ (2,3)
N |out〉

〈out| P̂ (2,3)
N |out〉1/2

. (6.25)

Similar considerations will allow us to obtain the output corresponding to the
input state |N 〉0|N 〉1 starting with |in〉 = |α〉0|α〉1. The demonstration of this is
be left as an exercise (see Problem 8).

6.3 Interferometry with a single photon

We return now to the single-photon experiment of Grangier et al. [3]. As we
have said, these investigators used an atomic source to produce single photons as
verified by the lack of coincident photon counts with detectors placed at the output
ports of a beam splitter. Of course, such a setup addresses only the particle nature
of the photons and no interference is exhibited. To obtain interference effects with
single photons we must scramble the pathways to the detectors as interference
occurs in the lack of “which path” information. A convenient way to accomplish
this is to construct a Mach–Zehnder interferometer (MZI), which consists of two
beam splitters and a set of mirrors as illustrated in Fig. 6.7. Interference occurs
because the detectors D1 and D2 cannot distinguish between the photon taking
the clockwise or the counter-clockwise paths. In the counter-clockwise path is
placed a phase shifter, which could simply be a length of optical fiber, so that the
lengths of the paths about the MZI are different and adjustable. This phase shift
may be represented by the unitary operator exp(iθ n̂) where n̂ is to be understood
as the number operator of the field in that section of the interferometer. The angle
θ in reality represents a relative phase shift between the two paths.
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To see how single-photon interference arises in the MZI, we start with the
input state |0〉|1〉 where we shall adopt the convention that the states propagating
along the counter-clockwise path precede those along the clockwise, as indicated
in Fig. 6.7. Assuming that the beam splitters are described by Eqs. (6.10), the
first beam splitter (BS1) transforms the input as

|0〉 |1〉 BS1−→ 1√
2

(|0〉 |1〉 + i |1〉 |0〉) . (6.26)

The mirrors contribute a factor of ei π/2 to each term, amounting to an irrelevant
phase, which we omit. The phase shifter in the clockwise path causes a phase
change in the first component;

1√
2

(|0〉|1〉 + i |1〉|0〉) θ−→ 1√
2

(ei θ |0〉|1〉 + i |1〉|0〉). (6.27)

At the second beam splitter (BS2) we have the following transformations

|0〉|1〉 BS2−→ 1√
2

(|0〉|1〉 + i |1〉|0〉),

|1〉|0〉 BS2−→ 1√
2

(|1〉|0〉 + i |0〉|1〉), (6.28)

where (mindful of the propagation direction convention) on the right-hand side
the first state in each of the product states refers to the beam directed toward
detector D1 while the second is toward D2. Thus the transformation on the total
state due to the second beam splitter is

1√
2

(ei θ |0〉|1〉 + i |1〉|0〉) BS2−→ 1

2
[(ei θ − 1)|0〉|1〉 + i(ei θ + 1)|1〉|0〉]. (6.29)

The probability that the state |0〉|1〉 is detected (that only D2 fires) is

P01 = 1

2
(1 − cos θ ) (6.30)

whereas the probability that the state |1〉|0〉 is detected (that only D1 fires) is

P10 = 1

2
(1 + cos θ ) . (6.31)

Obviously, as the path length, hence θ , is changed, these probabilities exhibit
oscillations, which, of course, are the interference fringes indicative of single-
photon interference. It is precisely these fringes that have been observed in the
experiments of Grangier et al. [3].

6.4 Interaction-free measurement

We now wish to take advantage of the machinery developed so far to expose
what surely must be one of the most peculiar features of quantum mechanics,
namely the capability of detecting the presence of an object without scattering
any quanta (in this case photons) off it. Conventional wisdom would have it that
in order to detect the presence of an object one would minimally be required to
detect one scattered photon from it. But recently, Elitzur and Vaidman [7] showed
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Fig. 6.8. Experimental set
for interaction
free-measurement. A
Mach–Zehnder
interferometer contains
an object, the shaded
ellipse, in one arm.

theoretically, and Kwiat et al. [8] showed experimentally, that the conventional
wisdom is not quite right.

To set the stage for our presentation of this counter-intuitive effect, let us
reconsider the MZI of Fig. 6.7 and choose the path lengths in both arms to be
the same; that is, we choose θ = 0. Under this condition only detector D1 fires.
D2 does not fire due to destructive interference between the two paths of the
interferometer. Suppose now an object is placed in one of the arms of the MZI as
shown in Fig. 6.8. The presence of the object, in this case in the counter-clockwise
arm, changes everything. Imagine now that we place a detector, or for that matter
a number of detectors, in the vicinity of the object such that we would be able
to detect a photon scattered from it. Upon detection of such a photon we know
two things: that the photon took the counter-clockwise path after the first beam
splitter (that is, we gain “which path” information) and that there is an object in
that path. But it turns out that it is not even necessary to detect a scattered photon
to determine the presence of the object. Suppose there are no extra detectors
near the object and we confine our attention to the detectors at the outputs of
the MZI. If, for any given run of the experiment, neither of these detectors fires
then we again know the path of the photon and that it had to be scattered by the
object. Recall that after the first beam splitter there is a probability of 1/2 that
the photon is in the counter-clockwise path and thus a probability of 1/2 that
the photon scatters from the object, hence in half of the runs of the experiment
neither detector fires. But there is a probability of 1/2 that the photon takes the
clockwise path. Because there is no longer an open path to cause interference, at
the second beam splitter the photon has a 50:50 chance of being transmitted to
detector D1 or reflected to detector D2. So in these cases where detectors do fire,
D1 fires half the time and D2 the other half. So then, for the interferometer as a
whole, there is a probability of 1/2 that neither detector fires, a probability of 1/4
each that D1 or D2 fire. Remember, the MZI was initially configured such that
with no object in either path, only D1 would fire, 100% of the time. So whenever
D2 fires we know that there must be an object present in one arm of the MZI.
The fact that D2 fires at all (and it will fire 25% of the time) may be taken as a
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detection of the object in one of the arms of the interferometer even though no
photon has been scattered by it.

This bizarre result is ultimately a manifestation of a rather general feature of
quantum mechanics known as nonlocality – the apparently instantaneous effects
of certain kinds of influences due to interactions and measurements. Another
example of nonlocal effects is the Aharonov–Bohm effect, in which an electron
wave function accumulates phase due to a distant and confined magnetic flux that
never directly interacts with the electron [9], and the violation of various forms
of Bell’s inequalities. Bell’s inequalities will be discussed in Chapter 9.

6.5 Interferometry with coherent states of light

Having examined interferometry at the level of a single photon where quantum
effects are expected to be pre-eminent, we now examine interferometry at the
other extreme, where we assume an input coherent state. The result should be
essentially the classical one.

To this end we envision the MZI of Fig. 6.7 but where the mode previously
containing a single photon now contains a coherent state |α〉. Following the
previous convention, and using Eq. (6.16), the first beam splitter performs the
transformation

|0〉 |α〉 BS1−→
∣∣∣∣ iα√

2

〉 ∣∣∣∣ α√
2

〉
. (6.32)

Ignoring the common phase shifts from the mirrors, the effect of the phase shifter
in the clockwise arm is ∣∣∣∣ i α√

2

〉 ∣∣∣∣ α√
2

〉
θ−→

∣∣∣∣ iei θα√
2

〉 ∣∣∣∣ α√
2

〉
. (6.33)

Lastly BS2 performs the transformation∣∣∣∣ iei θα√
2

〉 ∣∣∣∣ α√
2

〉
BS2−→

∣∣∣∣ i(ei θ + 1)α√
2

〉 ∣∣∣∣ (ei θ − 1)α√
2

〉
. (6.34)

In a typical phase-shift measurement with an MZI, the shift θ is determined by
subtracting the intensities obtained from the detectors D1 and D2. This difference
is proportional to the number difference operator of the two modes. Let the
operators (â, â†) represent the beam directed to detector D1 and (b̂, b̂†) of that
toward D2. The number difference operator we then designate as Ô = â†â −
b̂†b̂. From the right-hand side of Eq. (6.34) we obtain 〈Ô〉 = |α|2 cos θ . This is
essentially the result obtained by using coherent classical light waves. But it is
not the end of the story.

We must never forget that coherent states, even though they have many
classical-like properties, are fundamentally quantum mechanical and thus carry
with them quantum fluctuations, as we have seen earlier. These fluctuations
impose limits on the accuracy of the phase measurements. By using the
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calculus of error propagation, the uncertainty of the phase measurements is given
by

�θ = �O

//∣∣∣∣∣∂〈Ô〉
∂θ

∣∣∣∣∣ (6.35)

where �O =
√

〈Ô2〉 − 〈Ô〉2. With the coherent state as input the phase uncer-
tainty is found to be

�θ = 1√
n̄| sin θ | (6.36)

where n̄ = |α|2. Clearly the phase uncertainty depends on the relative phase θ and
evidently we obtain the optimal, or minimum, phase uncertainty �θmin = 1/

√
n̄

for θ equal to odd multiples of π/2. This is the best we can do with classical-like
states.

However, on fundamental grounds it should be possible to exceed this limita-
tion, often known as the standard quantum limit, by the use of manifestly non-
classical states of the field to do interferometry. In fact, the fundamental limit on
the phase uncertainty, known as the Heisenberg limit, appears to be �θH = 1/n̄.
Reaching this limit has been an important goal in quantum-optics research over
the past two decades, and continues to the present, particularly in connection with
attempts to detect weak signals such as those expected from gravitational waves
passing through the Earth. In fact, these signals are expected to be so weak that
they would ordinarily be masked by the vacuum noise of the detector. The current
generation of gravity-wave detectors, such as those associated with the LIGO and
VIRGO projects which involve large-scale interferometers, could benefit from
the use of nonclassical states to enhance the sensitivity of phase measurements.
Nonclassical states will be the subject of the next chapter. Improved sensitivity
using entangled states in interferometers is discussed in Chapter 11.

Problems

1. Show that the beam splitter transformation equations of Eq. (6.10) do indeed follow

from Eq. (6.11).

2. Consider the operator Û (θ ) = exp[i θ Ĵ 1] where Ĵ 1 is defined as the operator Ĵ 1 ≡
(â†

0â1 + â†
1â0)/2. Obviously for θ = π/2 we obtain the transformation for the 50:50

beam splitter of Eqs. (6.10) and (6.11). For the more general case where the beam

splitter is not 50:50, obtain the corresponding transformation of the mode operators.

Relate the angle θ to the parameters r, t, r ′, t ′.
3. Consider a beam splitter constructed in such a way that its operator is described by the

transformation Û (θ ) = exp[i θ Ĵ 2], where Ĵ 2 ≡ (â†
0â1 − â†

1â0)/2i . Obtain the transfor-

mation of the mode operators for this beam splitter for the general case and for the case

of a 50:50 beam splitter.
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4. Defining the operator Ĵ 3 ≡ (â†
0â0 − â†

1â1)/2, show that the operators Ĵ 1, Ĵ 2, and Ĵ 3

satisfy the angular momentum commutation relations [ Ĵ i , Ĵ j ] = iεi jk Ĵ k , where

εi jk is the usual completely anti-symmetric tensor. Further, show that the operator

Ĵ 0 ≡ (â†
0â0 + â†

1â1)/2, commutes with all the operators Ĵ 1, Ĵ 2, and Ĵ 3 and with the

square of the “angular momentum” Ĵ 2 = Ĵ 2
1 + Ĵ 2

2 + Ĵ 2
3 = Ĵ 0( Ĵ 0 + 1). Comment on

the association of beam splitter transformations and rotations in fictitious three dimen-

sional space.

5. Suppose that the input to a beam splitter of the type described by the unitary operator

Û (θ ) = exp[i θ Ĵ 1] is the state |in〉 = |0〉0|N 〉1. Show that the output state is given by

|out〉 = [1 + tan2(θ/2)]−N/2
N∑

k=0

(
N
k

)1/2

[i tan(θ/2)]k |k〉2|N − k〉3.

Examine the joint probability Pn,m for finding n photons in mode 2 and m in mode 3

and show that the nonzero elements form a binomial distribution. Is the state |out〉 an

entangled state? If so, how does the entanglement change with the angle θ?

6. Suppose the input state to a 50:50 Ĵ 1-type beam splitter is |in〉 = |α〉0|β〉1. Obtain the

output state. Is it entangled?

7. Consider the input state |in〉 = |N 〉0|N 〉1 to a Ĵ 1-type beam splitter. Argue, without

actually performing the transformations, that there will be no odd-numbered photon

states in either of the output modes. (Hint: consider the number of ways that each set of

odd-numbered states can occur and add up the amplitudes.) Show that the projection

operator associated with modes 2 and 3 for the above input state containing a total of

2N photons is P̂ (2,3)
2N = ∑N

k=0 |2k〉2|2N − 2k〉3 2〈2k|3〈2N − 2k|.
8. For a 50:50 beam splitter of the type described by the operator Ĵ 1, show that with the

input state |in〉 = |N 〉0|N 〉1, the output state is given by

|out〉 =
N∑

k=0

[(
2k
k

) (
2N − 2k

N − k

) (
1

2

)2N
]1/2

|2k〉2 |2N − 2k〉3.

Examine the joint photon probability Pn,m for finding n photons in mode 2 and m

photons in mode 3. In this case, the nonzero elements form a distribution known as

the arcsine distribution [10].

9. For the beam splitter of the previous question, suppose that |in〉 =
|0〉0(|α〉1 + |−α〉1)/

√
2, where |α| is assumed to be large enough so that

〈−α | α〉 � 0. Obtain the output state and examine the question of its entanglement.

10. Consider the Mach–Zehnder interferometer of Fig. 6.7 but now with the input state at

the first beam splitter identical to that of the previous problem. Obtain the expectation

value of the number difference operator Ô = â†â − b̂†b̂ and examine the uncertainty

in the measurement of the phase shift θ for this case of input state. Compare the result

obtained using the coherent state in one of the input modes.

11. The description of interaction-free measurements given in Section 6.4 assumed that the

beam splitters involved are 50:50. The presence of an object in one arm is determined

when one of the detectors, the one initially not firing because of interference, with no

object in one of the arms, begins to fire. It will fire in one-fourth of the runs. Examine
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the question: can the presence of an object in one arm be detected more efficiently

(i.e. in a greater number of experimental runs) by using beam splitters that are not

50:50?

References

[1] G. I. Taylor, Proc. Camb. Philos. Soc., 15 (1909), 114.

[2] P. A. M. Dirac, The Principles of Quantum Mechanics, 4th edition (Oxford: Oxford

University Press, 1958), p. 9.

[3] P. Grangier, G. Roger and A. Aspect, Europhys. Lett., 1 (1986), 173.

[4] See M. W. Hamilton, Am. J. Phys., 68 (2000), 186.

[5] R. P. Feynman, R. B. Leighton and M. Sands, The Feynman Lectures on Physics

(Reading: Addison-Wesley, 1965), Vol. III, chapter 3.

[6] C. K. Hong, Z. Y. Ou and L. Mandel, Phys. Rev. Lett., 59 (1987), 2044.

[7] A. C. Elitzur and L. Vaidman, Found. Phys., 23 (1993), 987. See also, R. H. Dicke, Am.

J. Phys., 49 (1981), 925.

[8] P. Kwiat, H. Weinfurter, T. Herzog and A. Zielinger, Phys. Rev. Lett., 74 (1995), 4763.

[9] Y. Aharanov and D. Bohm, Phys. Rev., 115 (1959), 484.

[10] See W. Feller, An Introduction to the Probability Theory and its Applications, 3rd

edition (New York: Wiley, 1968), Vol. I, p. 79.

Bibliography

The following are papers on the quantum description of beam splitters.

A. Zeilinger, Am. J. Phys., 49 (1981), 882.

S. Prasad, M. O. Scully and W. Martienssen, Opt. Commun., 62 (1987), 139.

Z. Y. Ou, C. K. Hong and L. Mandel, Opt. Commun., 63 (1987), 118.

Z. Y. Ou and L. Mandel, Am. J. Phys., 57 (1989), 66.

Though not explicitly discussed here in the text (but see the Problems above), there is a very

useful formulation of the description of beam splitters in terms of the angular-momentum

operators, or in the language of group theory, the unitary group SU(2). The following papers

discuss this formulation.

B. Yurke, S. L. McCall and J. R. Klauder, Phys. Rev. A, 33 (1986), 4033.

R. A. Campos and B. A. E. Saleh, Phys. Rev. A, 40 (1989), 1371.

U. Leonhardt, Phys. Rev. A, 48 (1993), 3265.



Chapter 7
Nonclassical light

“The word ‘classical’ means only one thing in science: it’s wrong!” [1]

We have previously emphasized the fact that all states of light are quantum
mechanical and are thus nonclassical, deriving some quantum features from the
discreteness of the photons. Of course, in practice, the nonclassical features of
light are difficult to observe. (We shall use “quantum mechanical” and “non-
classical” more or less interchangeably here.) Already we have discussed what
must certainly be the most nonclassical of all nonclassical states of light – the
single-photon state. Yet, as we shall see, it is possible to have nonclassical states
involving a very large number of photons. But we need a criterion for nonclas-
sicality. Recall that in Chapter 5 we discussed such a criterion in terms of the
quasi-probability distribution known as the P function, P(α). States for which
P(α) is positive everywhere or no more singular than a delta function, are clas-
sical whereas those for which P(α) is negative or more singular than a delta
function are nonclassical. We have shown, in fact, that P(α) for a coherent state
is a delta function, and Hillery [2] has shown that all other pure states of the field
will have functions P(α) that are negative in some regions of phase space and are
more singular than a delta. It is evident that the variety of possible nonclassical
states of the field is quite large.

In this chapter, we shall discuss some of the most important examples of
nonclassical states. We begin with the squeezed states, i.e. the quadrature and
the number squeezed states (the latter also known as states with sub-Poissonian
statistics), then discuss again the nonclassical nature of photon antibunching,
introduce the Schrödinger cat states, the states of correlated double beams, higher-
order squeezing, and finally, broadband squeezed light.

7.1 Quadrature squeezing

If two operators Â and B̂ satisfy the commutation relation [ Â, B̂] = i Ĉ , it follows
that 〈

(� Â)2
〉〈

(�B̂)2
〉
≥ 1

4
|〈Ĉ〉|2. (7.1)
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Fig. 7.1. A graphical
characterization of
quadature squeezing.
Squeezing exists for the
points inside the shaded
areas. The solid-line
border is a hyperbola
determined from the
equalized uncertainty
relation

〈
(�X̂1)2

〉
〈
(�X̂2)2

〉
= 1/16.

A state of the system is said to be squeezed if either

〈
(� Â)2

〉
<

1

2
|〈Ĉ〉| or

〈
(�B̂)2

〉
<

1

2
|〈Ĉ〉|. (7.2)

(Because of Eq.(7.1), we obviously cannot have both variances less than |〈Ĉ〉|/2
simultaneously.) Squeezed states for which the [X̂1, X̂2] = i/2 equality holds in
Eq. (7.1) are sometimes known as ideal squeezed states and are an example of
the “intelligent” states we discussed in Chapter 3.

In the case of quadrature squeezing, we take Â = X̂1 and B̂ = X̂2, withX̂1 and
X̂2 being the quadrature operators of Eqs. (2.52) and (2.53) satisfying Eq. 2.55
and thus Ĉ = 1/2. From Eq. (2.56) it follows that quadrature squeezing exists
whenever [3]

〈
(�X̂ 1)2

〉
<

1

4
or

〈
(�X̂ 2)2

〉
<

1

4
. (7.3)

We have already established that, for a coherent state |α〉, the equality in
Eq. (2.56) holds and that the variances of two quadratures are equal: 〈(�X̂1)2〉 =
〈(�X̂2)2〉 = 1/4. Not only that, but the result for the coherent state is exactly
the same as for the vacuum (see Eq. (2.59)). States for which one of the con-
ditions in Eq. (7.3) holds will have less “noise” in one of the quadratures than
for a coherent state or a vacuum state – the fluctuations in that quadrature are
squeezed. Of course, the fluctuations in the other quadrature must be enhanced
so as to not violate the uncertainty relation. There are squeezed states for which
the uncertainty relation is equalized, but this need not be the case in general. See
Fig. 7.1 for a graphical representation of the range of squeezing.

Before presenting specific examples of squeezed states, we wish to demon-
strate why quadrature squeezing must be considered a nonclassical effect. To this
end, we express the relevant expectation values in terms of the P function. Using
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Eq. (3.108) it is easy to show that

〈
(�X̂ 1)2

〉
= 1

4

{
1 +

∫
P(α)[(α + α∗) − (〈â〉 + 〈â†〉)]2d2α

}
(7.4)

and

〈
(�X̂ 2)2

〉
= 1

4

{
1 +

∫
P(α)[(α − α∗)/i − (〈â〉 − 〈â†〉)/i]2d2α

}
(7.5)

where

〈â〉 =
∫

P(α)α d2α and 〈â†〉 =
∫

P(α)α∗d2α. (7.6)

Because the term inside the square brackets is, of course, always positive, it is
evident that the condition 〈(�X̂1,2)2〉 < 1/4 requires that P(α) be nonpositive
at least in some regions of phase space.

It is sometimes convenient to introduce a generic quadrature operator

X̂ (ϑ) = 1

2
(â e−i ϑ + â†ei ϑ ) (7.7)

where obviously X̂ (0) = X̂1 and X̂ (π/2) = X̂2. To characterize squeezing, we
introduce the parameter

s(ϑ) =
〈
(�X̂ (ϑ))2

〉
− 1/4

1/4
= 4

〈
(�X̂ (ϑ))2

〉
− 1. (7.8)

Squeezing exists for some value of the angle ϑ whenever −1 ≤ s(ϑ) < 0. Alter-
natively, we can introduce the normally ordered variance 〈: (�X̂ (ϑ))2 :〉 such that
squeezing exists whenever − 1

4 ≤ 〈: (�X̂ (ϑ))2 :〉 < 0. In terms of the normally
ordered variance we have

s(ϑ) = 4
〈
: (�X̂ (ϑ))2 :

〉
. (7.9)

So, how can squeezed states be generated? One way of generating a squeezed
state mathematically, in a manner corresponding to a physical process that we
discuss below, is through the action of a “squeeze” operator defined as

Ŝ(ξ ) = exp

[
1

2
(ξ ∗a2 − ξa†2)

]
, (7.10)

where ξ = r ei θ , and where r is known as the squeeze parameter and 0 ≤ r < ∞
and 0 ≤ θ ≤ 2π . This operator Ŝ(ξ ) is a kind of two-photon generalization of the
displacement operator used to define the usual coherent states of a single-mode
field, as discussed in Chapter 3. Evidently, the operator Ŝ(ξ ) acting on the vacuum
would create some sort of “two-photon coherent state” as it is clear that photons
will be created or destroyed in pairs by the action of this operator. To get some
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sense of what happens as the result of acting with this operator, let us consider
the state

|ψs〉 = Ŝ (ξ ) |ψ〉 (7.11)

where |ψ〉 is for the moment arbitrary and |ψs〉 denotes the state generated by
the action of Ŝ(ξ ) on |ψ〉. To obtain the variances of X̂1 and X̂2 we need the
expectation values of â, â2 etc. To this end we need the following results obtained
from application of the Baker–Hausdorf lemma:

Ŝ† (ξ ) â Ŝ (ξ ) = â cosh r − â†eiθ sinh r

Ŝ† (ξ ) â† Ŝ (ξ ) = â† cosh r − âe−iθ sinh r
(7.12)

where Ŝ†(ξ ) = Ŝ(−ξ ). Thus we have

〈ψs | â |ψs〉 = 〈ψ | Ŝ† (ξ ) â S (ξ ) |ψ〉 (7.13)

and

〈ψs | â2 |ψs〉 = 〈ψ | Ŝ† (ξ ) âS (ξ ) Ŝ† (ξ ) âS (ξ ) |ψ〉 , (7.14)

etc. For the special case where |ψ〉 is the vacuum state |0〉, |ψs〉 is the squeezed
vacuum state, which we denote as |ξ〉:

|ξ〉 = Ŝ (ξ ) |0〉 . (7.15)

Using Eqs. (7.12)–(7.15) we find that for the squeezed vacuum state〈
(�X̂ 1)2

〉
= 1

4
[cosh2 r + sinh2 r − 2 sinh r cosh r cos θ ] (7.16)〈

(�X̂ 2)2
〉

= 1

4
[cosh2 r + sinh2 r + 2 sinh r cosh r cos θ ]. (7.17)

For θ = 0, these reduce to 〈
(�X̂ 1)2

〉
= 1

4
e−2r ,〈

(�X̂ 2)2
〉
= 1

4
e2r ,

(7.18)

and evidently squeezing exists in the X̂1 quadrature. For θ = π , the squeezing will
appear in the X̂2 quadrature. Note that the product of the uncertainties yields 1/16
and thus for θ = 0 or π/2 the squeezed vacuum states equalize the uncertainty
relation of Eq. (2.56). Squeezed states need not, and generally do not, equalize
the uncertainty relation.

There is a simple way to represent squeezing graphically. Recall that in
Figs. 3.1 and 3.2 we presented phase-space representations of the noise asso-
ciated with a coherent state (3.1) and a vacuum state (3.2) where in both cases
the fluctuations of the quadrature operators were equal, �X1 = �X2 = 1/2. A
representation of the squeezed vacuum state for θ = 0, where the fluctuations in
X1 are reduced, is given in Fig. 7.2, whereas for θ = π , see Fig. 7.3.

In the cases with θ = 0 or π , the squeezing is along either X̂1 or
X̂2. For other values of θ , let us define the rotated quadrature operators
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∆X2
=

X1

X2

1
2

re

∆ X1
= 1

2
e−r

Fig. 7.2. Error ellipse for a
squeezed vacuum state
where the squeezing is in
the X1 quadrature.

∆X1
=

X1

X2

1
2

re

∆X2
= 1

2
e−r

Fig. 7.3. Error ellipse for a
squeezed vacuum state
where the squeezing is in
the X2 quadrature.

Ŷ 1 and Ŷ 2 as

(
Ŷ 1

Ŷ 2

)
=


 cos θ/2 sin θ/2

− sin θ/2 cos θ/2


 (

X̂ 1

X̂ 2

)
(7.19)

or equivalently

Ŷ 1 + i Ŷ 2 = (X̂ 1 + i X̂ 2)e−i θ/2. (7.20)

For the squeezed vacuum state of Eq. (7.12) it can be shown that〈
(�Ŷ 1)2

〉
= 1

4
e−2r

〈
(�Ŷ 2)2

〉
= 1

4
e2r

(7.21)
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q

−

Fig. 7.4. Rotated error
ellipse for the squeezed
vacuum. The squeezing is
along the θ/2 direction.

which is represented graphically in Fig. 7.4. The important point here is that the
squeezing need not be along X1 or X2.

A more general squeezed state may be obtained by applying the displacement
operator to Eq. (7.12):

|α, ξ〉 = D̂(α)Ŝ(ξ )|0〉. (7.22)

Obviously for ξ = 0 we obtain just a coherent state. Since the displacement
operator effects the transformation

D̂†(α)â D̂(α) = â + α

D̂†(α)â+ D̂(α) = â† + α∗,
(7.23)

the action of the product of the displacement and squeeze operators on â and â†

can be obtained from Eqs. (7.12) and (7.23). Leaving the steps as an exercise, it
can be shown that

〈â〉 = α, (7.24)

which is independent of the squeeze parameter r, and that

〈â2〉 = α2 − ei θ sinh r cosh r, (7.25)

〈â†â〉 = |α|2 + sinh2 r. (7.26)

Of course, the corresponding quantities for the coherent states are obtained for
r → 0 and for the squeezed vacuum as α → 0. Furthermore

〈Ŷ 1 + i Ŷ 2〉 = αe−i θ/2 (7.27)

and once again it follows that 〈
(�Ŷ 1)2

〉
= 1

4
e−2 r

〈
(�Ŷ 2)2

〉
= 1

4
e2 r .

(7.28)
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X2

X1

a

Fig. 7.5. Error ellipse of a
displaced squeezed
vacuum state with the
squeezing in the X1

quadrature.

Y2

Y1

X1

X

a

q

2

/2

Fig. 7.6. Rotated error
ellipse of a displaced
squeezed vacuum state.

For the case that θ = 0, the squeezed state is represented in phase space as
in Fig. 7.5 where the “error ellipse” is essentially that of the squeezed vacuum
displaced by α. Of course the more general case of θ will simply be a displaced
rotated error ellipse as in Fig. 7.6.

Before going on, let us look at the electric field for a squeezed state. The
single-mode field electric field operator of Eq. (2.15) may be written

Ê (χ ) = E0 sin(kz)(â e−i χ + â† ei χ ) (7.29)

where the operators â and â† are those at t = 0, and χ = ω t , the phase of the
field, so that Ê(χ ) is the phase-dependent electric field. In terms of the quadrature
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operators, Eq. (7.29) can be written as

Ê(χ ) = 2E0 sin(kz)[X̂ 1 cos(χ ) + X̂ 2 sin(χ )]. (7.30)

From the commutator [X̂1, X̂2] = i/2 we have

[Ê(0), Ê(χ )] = iE2
0 sin2(kz) sin χ (7.31)

and thus the electric field operators at different phases (or times) do not commute.
From Eq. (7.28) it follows that〈

(�Ê(0))2
〉 〈

(�Ê(χ ))2
〉
≥ 1

4

[
E2

0 sin2(kz) sin χ
]
. (7.32)

For many states of the field, the field uncertainty is independent of the phase χ

(e.g. coherent states, thermal states). But if the uncertainty in the field for χ = 0
is such that

�E(0) <
1√
2
E0|sin(kz) sin χ | (7.33)

then at some other phase χ we must have

�E(χ ) >
1√
2
E0|sin(kz) sin χ |. (7.34)

In this sense, squeezed light contains phase-dependent noise, reduced below that
of the vacuum for some phases and enhanced above that of the vacuum for others.
Quadrature squeezing, because it is phase sensitive, is related to the wave-like
nature of light.

By using phasor diagrams, in Fig. 7.7 we illustrate the distribution of noise in
the electric field for squeezed states. The case of the coherent state is illustrated
in Fig. 3.8.

The fact that some parts of a light wave in a squeezed state are less noisy than
for a field in a vacuum state has possible technological applications, particularly
in the detection of weak signals. An important example is the detection of gravity
waves with large-scale interferometers [4], as in the LIGO [5] and VIRGO [6]
projects. Another possible application is in the area of optical communications
and quantum information processing [7]. We shall not pursue these applications
here.

To get a bit more insight into the squeezed states and ultimately find an expres-
sion for them in terms of the photon number states, let us start with the vacuum
state |0〉 satisfying

â |0〉 = 0. (7.35)

Multiplying by Ŝ(ξ ) from the left and using the fact that this operator is unitary,
we may write

Ŝ (ξ ) â Ŝ† (ξ ) Ŝ (ξ ) |0〉 = 0 (7.36)

or

Ŝ (ξ ) â Ŝ† (ξ ) |ξ〉 = 0. (7.37)
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t(a)

(b) t

Fig. 7.7. Phasor diagram
indicating the distribution
of the noise for the
electric field for a
squeezed state for (a)
squeezing initially in the
X1 quadrature, and (b) for
squeezing initially in X2.

Since

Ŝ (ξ ) â Ŝ† (ξ ) = â cosh r + ei θ â† sinh r, (7.38)

we may rewrite Eq. (7.37) as

(
âµ + â†ν

) |ξ〉 = 0 (7.39)

where µ = cosh r and ν = eiθ sinh r. Thus the squeezed vacuum state is an eigen-
state of the operator âµ + â+ν with eigenvalue zero. For the more general state
of Eq. (7.22) we can similarly write

D̂ (α) Ŝ (ξ ) â Ŝ† (ξ ) D̂† (α) D̂ (α) Ŝ (ξ ) |0〉 = 0, (7.40)

which, by using the relation

D̂(α)â D̂†(α) = â − α (7.41)

and Eq. (7.38), can be rewritten as the eigenvalue problem

(âµ + â†ν)|α, ξ〉 = γ |α, ξ〉, (7.42)
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where

γ = α cosh r + α∗ei θ sinh r. (7.43)

Obviously, for r = 0 this is just the eigenvalue problem for the ordinary coherent
state and for α = 0 it is for the squeezed vacuum state. Now writing

â = X̂ 1 + i X̂ 2 = (Ŷ 1 + i Ŷ 2) ei θ/2 (7.44)

and substituting into Eq. (7.39) we obtain after some rearrangement

(Ŷ 1 + i Ŷ 2e−2 r ) |α, ξ〉 = β|α, ξ〉 (7.45)

where

β = α e−r e−i θ/2 = 〈Ŷ 1〉 + i〈Ŷ 2〉e−2 r . (7.46)

Equation (7.45) is precisely of the form of an eigenvalue equation for the eigen-
state that equalizes the uncertainty product for the operators Ŷ 1 and Ŷ 2, which,
since [Ŷ 1, Ŷ 2] = i/2, is just〈

(�Ŷ 1)2
〉〈

(�Ŷ 2)2
〉
= 1

16
. (7.47)

Comparing Eq. (7.45) with (3.19), setting Â = Ŷ 1, B̂ = Ŷ 2 and Ĉ = 1/2, we
deduce that 〈

(�Ŷ 2)2
〉
= 1

4
e2 r (7.48)

and then from Eq. (7.43) that

〈(�Ŷ 1)2〉 = 1

4
e−2 r . (7.49)

Thus the state |α, ξ〉 is an “intelligent” state with respect to the rotated quadrature
operators Ŷ 1 and Ŷ 2.

In terms of the original quadrature operators X̂1 and X̂2, Eq. (7.39) reads

(X̂ 1 + iλX̂ 2)|α, ξ〉 = γ |α, ξ〉 (7.50)

where

λ =
(

µ − ν

µ + ν

)
and γ = α

µ + ν
. (7.51)

For θ = 0, Eq. (7.46) takes the form

(X̂ 1 + i X̂ 2e−2 r )|α, ξ〉 = α e−r |α, ξ〉 (7.52)

and we obtain the results of Eqs. (7.15). But what about the case when θ 
= 0? To
understand the meaning of such a situation, we go back to the commutation rela-
tion [ Â, B̂] = i Ĉ and point out that the most general statement of the uncertainty
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relation is actually not as given in Eq. (7.1) but rather it is〈
(� Â)2

〉〈
(�B̂)2

〉
≥ 1

4

[
〈F̂〉2 + 〈Ĉ〉2

]
(7.53)

where

〈F̂〉 = 〈 Â B̂ + B̂ Â〉 − 2〈 Â〉〈B̂〉 (7.54)

is the covariance, essentially the measure of the correlations between the observ-
ables Â and B̂. The equality in Eq. (7.53) is obeyed for a state |ψ〉 satisfying

〈 Â + iλB̂〉|ψ〉 = (〈 Â〉 + iλ〈B̂〉)|ψ〉 (7.55)

where λ may, in general, be complex. From Eq. (7.51) it is easy to show that〈
(� Â)2

〉
− λ2

〈
(�B̂)2

〉
= iλ

〈
F̂

〉
(7.56)

〈
(� Â)2

〉
+ λ2

〈
(�B̂)2

〉
= λ〈Ĉ〉. (7.57)

If λ is real, then from Eq. (7.56) we must have 〈F̂〉 = 0 and thus there are no
correlations between Â and B̂. If λ is pure imaginary, from Eq. (7.57) we must
have 〈Ĉ〉 = 0. But for Â = X̂1, B̂ = X̂2, it is not possible to have λ = (µ − ν)/
(µ + ν) pure imaginary. When it is real (θ = 0) then

〈F̂〉 = 〈X̂ 1 X̂ 2 + X̂ 2 X̂ 1〉 − 2〈X̂ 1〉〈X̂ 2〉 = 0 (7.58)

and there are no correlations between X̂1 and X̂2. But for θ 
= 0 or 2π , λ is
complex and it is easy to show that for this case 〈F̂〉 
= 0. Thus the general
squeezed state of the form |α, ξ〉 = D̂(α)Ŝ(ξ )|0〉 may be characterized by the
presence of correlations between the observables X̂1 and X̂2. In the limit ξ → 0
(r → 0) we recover the coherent state |α〉 for which there are no correlations
between X̂1 and X̂2. We shall encounter other nonclassical states exhibiting
correlations between the quadratures. Again, we emphasize that the squeezed
state |α, ξ〉 is explicitly constructed to have the property of squeezing, but many
other pure states of the field may also exhibit squeezing at least for some ranges
of the relevant parameters.

We now decompose the squeezed states into the photon number states in order
to examine the photon statistics. We consider the squeezed vacuum state first. We
write

|ξ〉 =
∞∑

n=0

Cn|n〉 (7.59)

which, upon substituting into Eq. (7.39), leads to the recursion relation

Cn+1 = − ν

µ

(
n

n + 1

)1/2

Cn−1. (7.60)
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Note that this relation connects only every other photon state. In fact, there are two
distinct solutions, one involving only even photon states and a second involving
only odd photon states. Obviously, only the even solution contains the vacuum
so we address only this case here. The solution of the recursion relation is

C2m = (−1)m(eiθ tanh r )m

[
(2m − 1)!!

(2m)!!

]1/2

C0. (7.61)

C0 is determined from the normalization
∞∑

m=0

|C2m |2 = 1 (7.62)

which leads to

|C0|2
(

1 +
∞∑

m=0

[tanh r ]2m (2m − 1)!!

(2m)!!

)
= 1. (7.63)

Fortunately, there exists the mathematical identity

1 +
∞∑

m=0

zm

(
(2m − 1)!!

(2m)!!

)
= (1 − z)−1/2 (7.64)

from which we easily obtain C0 = √
cosh r . Finally we use the identities

(2m)!! = 2mm! (7.65)

(2m − 1)!! = 1

2m

(2m)!

m!
(7.66)

to obtain the most common form of the expansion coefficients for the squeezed
vacuum state:

C2m = (−1)m

√
(2m)!

2mm!

(ei θ tanh r )m

√
cosh r

. (7.67)

Thus the squeezed vacuum state is

|ξ〉 = 1√
cosh r

∞∑
m=0

(−1)m

√
(2m)!

2mm!
ei m θ (tanh r )m |2m〉 . (7.68)

The probability of detecting 2m photons in the field is

P2m = |〈2m | ξ〉|2 = (2m)!

22m (m!)2

(tanh r )2m

cosh r
(7.69)

while for detecting 2m + 1 states it is

P2m+1 = |〈2m + 1 | ξ〉|2 = 0. (7.70)

Thus the photon probability distribution for a squeezed vacuum state is oscillatory,
vanishing for all odd photon numbers. A typical distribution for the squeezed
vacuum is given in Fig. 7.8.

Notice that, aside from the oscillatory nature of the distribution, the shape of
it resembles that of thermal radiation. It must be remembered that the squeezed
vacuum is a pure state whereas the thermal state is a mixed one.



162 Nonclassical light

0 1 2 3 4 5 6 7 8 9 10
0.0

0.2

0.4

0.6

P
n

n

Fig. 7.8. Histogram for
the photon number
distribution for squeezed
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We now seek solutions of Eq. (7.42) for the more general case for α 
= 0. We
again assume a solution of the form of Eq. (7.59), taking advantage of what we
have learned in the case of α = 0 to make the ansatz

Cn = N (cosh r )−1/2

[
1

2
ei θ tanh r

]n/2

fn(x) (7.71)

where fn(x) is as yet an unknown function and N is a normalization factor. The
resulting recursion relation for fn(x) is

(n + 1)1/2 fn+1(x) − 2γ (ei θ sinh(2r ))−1/2 fn(x) + 2n1/2 fn−1(x) = 0, (7.72)

where γ is given by Eq. (7.43). This is identical to the recursion relation for the
Hermite polynomials Hn(x):

Hn+1(x) − 2x Hn(x) + 2nHn−1(x) = 0 (7.73)

provided we make the identifications

fn(x) = Hn(x)/
√

n! and x = γ (ei θ sinh(2r ))−1/2. (7.74)

Thus we have

Cn = N [n! cosh r ]−1/2

[
1

2
eiθ tanh r

]n/2

Hn

[
γ (ei θ sinh(2r ))−1/2

]
. (7.75)

To find N we set n = 0 in Eq. (7.75) to obtain

C0 = N [cosh r ]−1/2 (7.76)

and note that

C0 = 〈0 | α, ξ〉 = 〈0|D̂(α)Ŝ(ξ )|0〉
= 〈0|D̂†(−α)Ŝ(ξ )|0〉 (7.77)

= 〈−α | ξ〉
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Fig. 7.9. Photon
probability distributions
(valid only at integers) for
the coherent state with
|α|2 = 50 (solid line) and
the squeezed states for
|α|2 = 50, r = 0.5, with
ψ − θ

/
2 = 0 (dotted line)

and ψ − θ
/

2 = π
/

2
(dashed line).

where the last line is the inner product of the coherent state |−α〉 and the squeezed
vacuum state |ξ〉. This product can be expressed as

〈−α | ξ〉 = exp

(
−1

2
|α|2

)

×
∞∑

m=0

(α∗)2m [(2m)!]−1/2 C2m (7.78)

where the C2m is given in Eq. (7.67). Thus from Eqs. (7.77)–(7.78) and using
Eq. (7.67) we obtain

N = (cosh r )1/2 〈−α | ξ〉 = exp

[
−1

2
|α|2 − 1

2
α∗2ei θ tanh r

]
. (7.79)

Thus our squeezed state |α, ξ 〉 has the number state decomposition

|α, ξ〉 = 1√
cosh r

exp

[
−1

2
|α|2 − 1

2
α∗2ei θ tanh r

]

×
∞∑

n=0

[
1
2 ei θ tanh r

]n/2

√
n!

Hn

[
γ (ei θ sinh(2r ))−1/2

] |n〉 . (7.80)

The probability of finding n photons in the field is given by

Pn = |〈n | α, ξ〉|2

= ( 1
2 tanh r )n

n! cosh r
exp

[
−|α|2 − 1

2
(α∗2ei θ + α2e−i θ ) tanh r

]

×
∣∣∣Hn

[
γ (ei θ sinh(2r ))−1/2

]∣∣∣2
. (7.81)

Recall that the average photon number for this state given by Eq. (7.26). If
|α|2 � sinh2 r, we can say that the “coherent” part of the state dominates the
squeezed part. But through Eq. (7.81) it is evident the distribution will depend
on the phase of α. In Fig. 7.9 we show distributions for two values of ψ − θ/2
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Fig. 7.10. Photon number
probability distribution of
a squeezed state with
ψ − θ

/
2 = 0 and with

|α|2 = 50 and r = 4.

where ψ is the phase of α, i.e. α = |a|ei ψ , along with, for the sake of comparison,
the distribution for a coherent state of average photon number |α|2.

Note that the distribution for ψ − θ/2 = 0 is narrower than for the coherent
state. This is in fact a manifestation of another form of squeezing sometimes called
number squeezing, in which the photon number distribution is sub-Poissonian,
i.e. narrower than the Poisson distribution for a coherent state. Like quadrature
squeezing, it is a nonclassical effect. We shall return to this matter a bit later. In
the case where ψ − θ/2 = π/2, the distribution is broader than for a coherent
state and is therefore called super-Poissonian. This is not a nonclassical effect.
The case for which the squeezed part dominates, i.e. sinh2 r > |α|2 , is pictured
in Fig. 7.10 for ψ − θ/2 = 0. Oscillations, some rather large scale, once again
appear in the distribution. Oscillating photon number distributions have been
interpreted by Schleich and Wheeler [8] as resulting from the interference of
error contours in phase space. We will not pursue this interesting idea here but
we refer the reader to the recent book by Schleich [9] which covers this and
all other matters of interest in quantum optics from the point of view of phase
space.

Before leaving this section, let us calculate some quasi-probability distribution
functions associated with the squeezed states. We already know, of course, that
the P function for a squeezed state is problematic, at least if we wish to write
down something as an ordinary function. Rather, it turns out that the P function
for a squeezed state, and other nonclassical states, is highly singular, containing
such things as derivatives of a delta function. But the Q and Wigner functions
are always well behaved. Using the coherent state |β〉, the Q function for the
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squeezed state |α, ξ〉 is given by

Q(β) = 1

π
|〈β | α, ξ〉|2

= 1

π cosh r
exp{−(|α|2 + |β|2)

+ (β∗α + βα∗)/cosh r

− 1

2
[ei θ (β∗2 − α∗2) + e−i θ (β2 − α2)] tanh r}. (7.82)

In Fig. 7.11 we plot Q as a function x = Re(β) and y = Im(β), for θ = 0 and for
(a) α = 0, and (b) α = √

5. For this choice of θ , the squeezing is along the X1

direction, the narrowing of the Gaussian profile of the Q function being along the
X1 direction with a corresponding expansion along the X2 direction. For α = 0,

the peak of the Q function is centered at β = 0, apropos a squeezed vacuum
state, whereas for α = √

5, the peak is simply translated to β = √
5. From the Q

function we may obtain the antinormally ordered characteristic function CA(λ)
via the Fourier transform of Eq. (3.132). From Eq. (3.129) we obtain the Wigner
characteristic function CW(λ) and, finally, from Eq. (3.136) we obtain the Wigner
function

W (β) = 2

π
exp

[
−1

2
x2e−2r − 1

2
y2e2r

]
, (7.83)

specialized to the case with θ = 0. Once again we have Gaussians, narrowed in
the direction of squeezing and expanded in the orthogonal direction. Note that
for the squeezed state the Wigner function is non-negative. In fact, it can be
shown that squeezed states of the form of |α, ξ〉, including the special case of the
coherent states (ξ = 0), are the only pure quantum states yielding non-negative
Wigner functions [10].

7.2 Generation of quadrature squeezed light

Most schemes for generation of quadrature squeezed light are based on some
sort of parametric process utilizing various types of nonlinear optical devices.
Generally, one desires an interaction Hamiltonian quadratic in the annihilation
and creation operators of the field mode to be squeezed. We consider a device
known as a degenerate parametric down-converter. A certain kind of nonlinear
medium is pumped by a field of frequency ωP and some photons of that field
are converted into pairs of identical photons, of frequency ω = ωP/2 each, into
the “signal” field, the process known as degenerate parametric down-conversion.
The Hamiltonian for this process is given by

Ĥ = hω â†â + hωPb̂†b̂ + i hχ (2)(â2b̂† − â†2b̂), (7.84)

where b is the pump mode and a is the signal mode. The object χ (2) is a second-
order nonlinear susceptibility. (For a discussion of nonlinear optics, the reader
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Fig. 7.11. Q function for
(a) the squeezed vacuum,
and (b) the displaced
squeezed vacuum.

should consult, for example, the book by Boyd [11].) We now make the “paramet-
ric approximation” whereby we assume that the pump field is in a strong coherent
classical field, which is strong enough to remain undepleted of photons over the
relevant time scale. We assume that that field is in a coherent state |βe−iωPt 〉 and
approximate the operators b̂ and b̂† by βe−iωPt and β∗eiωPt , respectively. Drop-
ping irrelevant constant terms, the parametric approximation to the Hamiltonian
in Eq. (7.84) is

Ĥ (PA) = hω â†â + i h
(
η∗â2eiωPt − ηâ†2e−iωPt

)
, (7.85)
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where η = χ (2)β. Finally, transforming to the interaction picture, we obtain

Ĥ I (t) = i h
[
η∗â2ei(ωP−2ω)t − ηâ†2e−i(ωP−2ω)t

]
, (7.86)

which is generally time dependent. But if ωP is chosen such that ωP = 2ω, we
arrive at the time-independent interaction Hamiltonian

Ĥ I = i h(η∗â2 − ηâ†2). (7.87)

The associated evolution operator

Û I(t, 0) = exp(−i Ĥ It/ h) = exp(η∗t â2 − ηt â†2) (7.88)

obviously has the form of the squeeze operator of Eq. (7.10), Û I(t, 0) = Ŝ(ξ ),
for ξ = 2ηt.

There is another nonlinear process that gives rise to squeezed light, namely
degenerate four-wave mixing in which two pump photons are converted into two
signal photons of the same frequency. The fully quantized Hamiltonian for this
process is

Ĥ = hω â†â + hω b̂†b̂ + i hχ (3)(â2b̂†2 − â†2b̂2) (7.89)

where χ (3) is a third-order nonlinear susceptibility. Going through similar argu-
ments as above for the parametric down-converter, and once again assuming a
strong classical pump field we obtain the parametric approximation of Eq. (7.87)
but this time with η = χ (3)β2.

7.3 Detection of quadrature squeezed light

It is, of course, not enough to generate squeezed light; one must be able to detect it.
Several schemes for detection have been proposed and implemented. The general
idea behind all proposed methods is to mix the signal field, presumed to contain
the squeezing, with a strong coherent field, called the “local oscillator”. Here we
shall consider only one method, the one known as balanced homodyne detection.

A schematic of the method is shown in Fig. 7.12. Mode a contains the single
field that is possibly squeezed. Mode b contains a strong coherent classical field
which may be taken as a coherent state of amplitude β. The beam splitters are
assumed to be 50:50 (hence the term balanced homodyne detection). Let us
assume that the relation between the input (â, b̂) and output (ĉ, d̂) operators is
the same as in Eq. (6.10):

ĉ = 1√
2

(â + i b̂)

d̂ = 1√
2

(b̂ + i â).

(7.90)
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Fig. 7.12. Schematic of the balanced homodyne method for the detection squeezing.
The field to be detected enters along â while a strong coherent field is injected along
b̂. The boxes in the lower left and upper right represent photo-detectors measuring
the respective photo-currents. The box on the lower right represents a correlation
device that subtracts the photo-currents.

The detectors placed in the output beams measure the intensities Ic = 〈ĉ†ĉ〉 and
Id = 〈d̂†d̂〉, and the difference in these intensities is

Ic − Id = 〈n̂cd〉 = 〈ĉ†ĉ − d̂†d̂〉
= i〈â†b̂ − âb̂†〉 (7.91)

where we have used Eq. (7.90) to obtain the last line and where we have set
n̂cd = ĉ†ĉ − d̂†d̂. Assuming the b mode to be in the coherent state |βe−iωt 〉,
where β = |β|e−iψ, we have

〈n̂cd〉 = |β|{âeiωt e−iθ + â†e−iωt eiθ } (7.92)

where θ = ψ + π/2. Assuming that the a mode light is also of frequency ω (and
in practice both the a and b mode light fields derive from the same laser) we can
set â = â0e−iωt so that we may write

〈n̂cd〉 = 2|β|〈X̂ (θ )〉 (7.93)

where

X̂ (θ ) = 1

2
{â0e−i θ + â†

0ei θ } (7.94)

is the field quadrature operator at the angle θ. By changing θ , which can be done
by changing the phase ψ of the local oscillator, we can measure an arbitrary
quadrature of the signal field. Of course, generally, θ will be chosen so as to
achieve the maximum amount of quadrature squeezing. The variance of the output
photon number difference operator n̂cd , in the limit of a strong local oscillator is〈

(�n̂cd )2
〉
= 4|β|2

〈
(�X̂ (θ ))2

〉
. (7.95)
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For the input squeezing condition 〈(�X̂ (θ ))2〉 < 1
4 we have 〈(�n̂cd )2〉 < |β|2.

In an actual experiment, the signal beam is first blocked in order to obtain the
shot-noise level. Furthermore, one has to account for the inefficiencies of the
photo-detectors. We ignore this concern here and refer the reader to the relevant
literature.

The first experimental realization of squeezed light, by Slusher et al. [12], used
a four-wave mixing interaction. A noise reduction of about 20% of the allow-
able below the shot-noise level was achieved. A subsequent experiment by Wu
et al. [13] achieved a reduction of 65% below the shot-noise level. Their method
used a parametric amplifier. Even greater noise reduction has been achieved in
more-recent years [14].

7.4 Amplitude (or number) squeezed states

Recall from Chapter 2 the number phase uncertainty relation [n̂, ϕ̂] = i which,
though technically unfounded, leads to the heuristically correct number phase
uncertainty relation �n�ϕ ≥ 1/2 valid in the regime of large average photon
number. For a coherent state |α〉 for which �n = n̄1/2(n̄ = |α|2), it can be shown
(see Problem 3.2) that �ϕ = 1/(2n̄1/2) if n̄ � 1 and thus the number phase
uncertainty relation is equalized. But it is possible to envision, in analogy to
quadrature squeezing, states that are squeezed in number, where �n < n̄1/2,

or in phase, where �ϕ < 1/(2n̄1/2). States that are squeezed in phase may be
difficult to categorize as nonclassical, in part because of the lack of a Hermitian
operator representing phase, as discussed in Chapter 2, and because it is not too
clear what classical limit has to be overcome. After all, the phase fluctuations of
a coherent state can be made arbitrarily small simply by increasing n̄. But for the
photon number it is a different story. We can write the variance as

〈(�n̂)2〉 = 〈n̄〉 + (〈â†2â2〉 − 〈â†â〉2) (7.96)

which, in terms of the P function, is

〈(�n̂)2〉 = 〈n̂〉 +
∫

d2αP(α)
[
|α|2 − 〈â†â〉2

]2
, (7.97)

where

〈â†â〉 =
∫

d2αP(α)|α|2. (7.98)

Obviously the condition 〈(�n̂)2〉 < 〈n̂〉 for amplitude (or photon number) squeez-
ing requires that P(α) take on negative values in some region of phase space.
Hence amplitude squeezing is nonclassical. It is perhaps worth pointing out that
the first term of Eq. (7.97) is sometimes referred to as the “particle-like” contri-
bution while the second term is the “wave-like”. Indeed, for thermal light, where
〈(�n̂)2〉 = 〈n̂〉 + 〈n̂〉2, or coherent light, where 〈(�n̂)2〉 = 〈n̂〉, such a separation
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Fig. 7.13. The phase-
space representation of a
number squeezed state.
Note that this particular
state will also be
quadrature squeezed.

holds up. But for amplitude squeezed light the interpretation of the second term
as “wave-like” becomes a bit murky as it too takes on properties of a distinctly
quantum-mechanical nature. A state exhibiting amplitude squeezing is said to
possess sub-Poissonian statistics, the distribution being narrower than for a coher-
ent state of the same average photon number. Not surprisingly, states with a
photon number distribution broader than for a coherent state are said to have
super-Poissonian statistics.

A simple way to gauge the nature of the photon statistics of any state is to
calculate the so-called Q-parameter

Q =
〈
(�n̂)2〉 − 〈n̂〉

〈n̂〉 (7.99)

(not to be confused with the Q function). For a state with Q in the range −1 ≤ Q
< 0 the statistics are sub-Poissonian, and if Q > 0, super-Poissonian. Obviously,
Q = 0 for a coherent state.

In Fig. 7.13 we present a generic phase-space sketch of an amplitude squeezed
state. For obvious reasons, such states are sometimes called “crescent” states. In
the extreme case of a number state, as in Fig. 3.2, the “crescent” spreads out into
a full circle and the Q-parameter goes to zero.

It is possible for some states of the field to exhibit simultaneously both
quadrature and amplitude squeezing. Consider once again the states |α, ξ〉 =
D̂(α)Ŝ(ξ )|0〉. As we have already discussed, it can be shown that

〈n̂〉 = |α|2 + sinh2 r. (7.100)

Also it can be shown that

〈(�n̂)2〉 = |α cosh r − 2∗ei θ sinh r |2 + 2 sinh2 r cosh2 r. (7.101)

Setting α = |α|ei ψ and choosing ψ − θ/2 = π/2 we obtain

〈(�n̂)2〉 = |α|2e2 r + 2 sinh2 r cosh2 r, (7.102)
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which clearly does not exhibit amplitude squeezing. On the other hand, with
ψ = θ/2, we obtain 〈

(�n̂)2〉 = |α|2 e−2 r + 2 sinh2 r cosh2 r, (7.103)

which for certain choices of |α| and r may exhibit number squeezing. For example,
for |α|2 very large and r small such that sinh r ≈ 0, 〈n̂〉 ≈ |α|2 and 〈(�n̂)2〉 ≈
〈n̂〉e−2 r and thus 〈(n̂)2〉 < 〈n̂〉. The connection to quadrature squeezing can be
made quite explicit by using Eq. (7.25) to write

〈(�n̂)2〉 ≈ 4〈n̂〉
〈
(�Ŷ 1)2

〉
. (7.104)

On the experimental side, Short and Mandel [15] were the first to have
observed, convincingly, sub-Poissonian statistics. This was in an experiment on
single-atom resonance fluorescence.

7.5 Photon antibunching

In Section 5.4 we discussed the second-order coherence function g(2)(τ ) of
Eq. (5.91) characterizing the joint probability of detecting one photon followed
by another within the delay time τ at some fixed position. If g(2)(τ ) = 1 then the
photons arrive independently, and, in fact, we should expect that g(2)(τ ) → 1 as
τ → ∞ for any field state, the “memory” of the first detected photon being lost
after a long enough time. For coherent states, g(2)(τ ) = 1. For g(2)(τ ) < g(2)(0),
the probability of detecting a second photon after delay time τ decreases and this
indicates a bunching of photons. For a thermal field, g(2)(0) = 2. On the other
hand, for g(2)(τ ) > g(2)(0), the probability of detecting a second photon increases
with the delay time. This is photon antibunching which, as we have previously
discussed, in Chapter 5, is a nonclassical effect. We can now explain why.

Let us first consider a single-mode field for which (as in Eq. (5.92))

g(2) (τ ) = g(2) (0) =
〈
â†â†ââ

〉
〈
â†â

〉2
= 1 +

〈
(�n̂)2〉 − 〈n̂〉

〈n̂〉2 . (7.105)

Strictly speaking, there cannot be any photon antibunching or bunching for a
single-mode field as g(2)(τ ) is independent of the delay time τ . Nevertheless, in
terms of the P function we can write Eq. (7.105) as

g(2) (0) = 1 +
∫

P (α)
[|α|2 − 〈

â†â
〉]2

d2α〈
â†â

〉2 , (7.106)

where 〈â†â〉 is given by Eq. (7.98). For a classical field state where P(α) ≥ 0,

we must have g(2)(0) ≥ 1. But for a nonclassical field state it is possible to
have g(2)(0) < 1, which, as previously stated, may be interpreted as a quantum-
mechanical violation of the Cauchy inequality. The alert reader will have noticed
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that the condition g(2)(0) < 1 is the condition that the Q-parameter of Eq. (7.99)
be negative; in other words, the condition for sub-Poissonian statistics. Indeed Q
and g(2)(0), for a single-mode field, are simply related:

Q = 〈n̂〉 [
g(2)(0) − 1

]
. (7.107)

The fact that Q < 0 when g(2)(0) < 1 has led to some confusion regarding the
relationship of sub-Poissonian statistics and photon antibunching. Again, for a
single-mode field, g(2)(τ ) = g(2)(0) = constant and thus there can be no photon
antibunching (or bunching for that matter). Bunching and antibunching occur
only for multimode fields. For such fields in states with P function P({αi }), where
{αi } denotes collectively the set of complex phase-space variables associated with
each of the modes, the modes distinguished by the labels i and j, it can easily be
shown that

g(2)(0) = 1 +

∫
P({αi })

[∑
j

|α j |2 −
〈
â†

j â j

〉]2

d2{αi }
(∑

j

〈
â†

j â j

〉)2 (7.108)

where d2{αi } = d2α1d2α2 . . . and where〈
â†

j â j

〉
=

∫
P({αi })|α j |2d2{αi }. (7.109)

Again, for classical fields with P({αi }) ≥ 0, g(2)(0) ≥ 1. The Cauchy–Schwarz
inequality applied to the corresponding classical coherence function γ (2)(τ )
implies that for classical fields it should always be the case that g(2)(τ ) ≤ g(2)(0),
which does not allow for photon antibunching as shown in Chapter 5. The con-
dition for antibunching, that g(2)(τ ) > g(2)(0), is therefore an indication of non-
classical light as is the condition g(2)(0) < 1. Remembering that g(2)(τ ) → 1 for
τ → ∞, it follows that the condition g(2)(0) < 1 implies photon antibunching,
except (and this is an important exception) in the case of a single-mode field or, if
g(2)(τ ) is constant, for some other reason. But the converse is not necessarily true.
The condition for antibunching, g(2)(τ ) > g(2)(0) does not imply sub-Poissonian
statistics, g(2)(0) < 1. Quite on the contrary, Zou and Mandel [16], in an article
discussing the frequent confusion between the issues of sub-Poissonian statis-
tics and photon antibunching, constructed a (somewhat artificial) two-mode state
possessing simultaneously the properties of sub-Poissonian statistics and photon
bunching.

In contrast to quadrature squeezing, sub-Poissonian statistics and photon anti-
bunching are not phase dependent and are therefore related to the particle nature
of light.

Photon antibunching was predicted in the resonance fluorescence from a two-
level atom driven by a resonant laser field [17]. A full discussion of resonance
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fluorescence is beyond the scope of this book, but the results for the predicted
second-order coherence function are easy to state and to interpret. With 	 the
Rabi frequency of the driving field and γ the spontaneous emission decay rate,
the stationary second-order correlation function g(2)(τ ) is given by

g(2)(τ ) = [1 − exp(−γ τ/2)]2, for 	 � γ, (7.110)

or

g(2) (τ ) = 1 − exp

(
−3γ

4
τ

)
cos (	τ ) , for 	 � γ. (7.111)

These functions, for which g(2)(0) = 0 in both limits, are plotted in Fig. 7.14.
The behaviors displayed in the figure may be interpreted as follows. Remember

that g(2)(τ ) is essentially the joint probability of detecting a photon at time t = 0
and another photon at time t = τ. But the source of the photons is a single
atom driven by a coherent field. A detected fluorescent photon at t = 0 results,
of course, from the electron “jump” from the excited to the ground state. But
with the electron in the ground state, there is no possibility (i.e. the probability
is zero) of emitting another photon at the time delay τ = 0. There is a “dead
time” before the laser field drives the electron back into the excited state with a
finite probability at which time another photon may be emitted. The correlation
function g(2)(τ ) is, in fact, proportional to the probability that at time τ the atom
will be in the excited state given that it was initially in the ground state.

Experiments by Mandel and collaborators [18] have confirmed these predic-
tions. These experiments involved a low-intensity beam of sodium atoms ir-
radiated at a right angle by a stabilized dye laser resonantly tuned to a particular
hypertime transition (the 3P3/2, F = 3, MF = 2 to the 32S1/2, F = 2, MF = 2).
The beam intensity was so low that only one atom at a time occupied the region
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of observation, that region being observed at right angles to both the atomic and
laser beams.

7.6 Schrödinger cat states

As a last example of an important type of single-mode field state having strong
nonclassical properties, we consider a class of states consisting of superpositions
of two coherent states of equal amplitude but separated in phase by 180◦, i.e.
states of the form

|ψ〉 = N (|α〉 + ei�|−α〉) (7.112)

where the normalization factor N is given by

N = [2 + 2 exp(−2α2) cos�]1/2 (7.113)

(we have taken α real). For large |α|, the states |α〉 and |−α〉 are macroscopi-
cally distinguishable and superpositions of the form of Eq. (7.112) are frequently
referred to as the Schrödinger’s cat states. Recall that the fate of Schrödinger’s
cat [19] was to end up in a superposition of macroscopically distinguishable
states, the states of being alive and of being dead. It should be stressed that
Schrödinger’s intent was not to demonstrate how quantum weirdness could be
elevated into the everyday classical world but rather to satirize the Copenhagen
interpretation of quantum mechanics, which he, and many others, including Ein-
stein, thought absurd. In spite of this, it has, in recent years, with the advancement
of technology, become possible legitimately to consider laboratory realizations
of superpositions of quantum states that are in some way macroscopically distin-
guishable. The driving force behind much of the activity is the attempt to address
the question: where is the border between the quantum mechanical and classi-
cal worlds? Superposition states of the form of Eq. (7.112) are never seen in the
macroscopic everyday world. Why not? Part of the answer seems to be as follows:
no quantum system, particularly a macroscopic one, is truly an isolated system; it
ultimately interacts with the rest of the universe, the “environment”. The environ-
ment involves innumerable degrees of freedom which are not observed although,
in some sense, the environment “observes” the system, effectively interacting
with it in a dissipative fashion. In reality, of course, the entire universe is quantum
mechanical and when a small part of it interacts with the rest, the two subsystems
become entangled. As shown in Appendix A, tracing out the variables of the
unobserved part of an entangled system leaves the system of interest in a mixed
state. That’s the general idea here. If a coherent macroscopic superposition state
of the form of Eq. (7.112) can be created somehow, it should, upon interaction
with the environment, quickly “decohere” into a statistical mixture of the form

ρ̂ = 1

2
(|β〉 〈β| + |−β〉 〈−β|) (7.114)
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where β = α e−γ t/2, and where, here, this γ is related to the rate of energy
dissipation. Furthermore, it should be the case that the more macroscopic the
components of initial superposition state, i.e. the greater |α|, the more rapid
should be the decoherence. We shall address these issues in more detail in
Chapter 8. For the present, we concentrate on the properties of the cat states
of Eq. (7.112) with a particular interest in those properties that are nonclassical.
These are important as one must distinguish between superposition states and
statistical mixtures, the latter having properties that are only classical.

There are three important cat states, depending on the choice of the relative
phase �, that we shall consider. For � = 0 we obtain the even coherent states

|ψe〉 = Ne(|α〉 + |−α〉), (7.115)

for � = π, the odd coherent states

|ψo〉 = N0(|α〉 − |−α〉), (7.116)

where

Ne = 1√
2

[1 + exp(−2α2)]−1/2, N0 = 1√
2

[1 − exp(−2α2)]−1/2, (7.117)

are the respective normalization factors. These states were first introduced by
Dodonov et al. [20]. For � = π/2, we have the Yurke–Stoler states [21]

|ψys〉 = 1√
2

(|α〉 + i |−α〉). (7.118)

All three states are eigenstates of the square of the annihilation operator with α2

as the eigenvalue:

â2|ψ〉 = α2|ψ〉. (7.119)

We must be able to distinguish between the cat states Eqs. (7.115)–(7.119),
which are coherent superpositions of |α〉 and |−α〉, and the statistical mixture

ρ̂mixture = 1

2
(|α〉〈α| + |−α〉〈−α|). (7.120)

That is, as the corresponding density operator for a cat state, say, the even coherent
state, is

ρ̂e = |ψe〉〈ψe| = |Ne|2(|α〉〈α| + |−α〉〈−α| + |−α〉〈α| + |α〉〈−α|), (7.121)

we need to be able to detect the effects of the “coherence” terms |α〉〈−α| and
|−α〉〈α| not present in the statistical mixture of Eq. (7.120).

Let us first consider the photon statistics. For |ψe〉 we obtain

Pn =



2 exp(−α2)

1 + exp(−α2)

α2n

n!
n even,

0 n odd,

(7.122)



176 Nonclassical light

and for the odd coherent state

Pn =



0 n even,

2 exp(−α2)

1 + exp(−α2)
n odd.

(7.123)

For the Yurke–Stoler state, Pn is just a Poisson distribution, identical to that
of a coherent state |α〉 and of the statistical mixture of Eq. (7.120), i.e. Pn =
〈n|ρ̂mixture|n〉. At least for the even and odd coherent states, oscillating photon
number distributions distinguish those states from statistical mixtures. It is easy
to see that the disappearance of the odd number states in |ψe〉 or the even in |ψo〉 is
the result of quantum interference. The Q-parameter for the even coherent states
is

Q = 4α2 exp(−α2)

1 + exp(−4α2)
> 0 (7.124)

indicating super-Poissonian statistics for all α and for the odd coherent states

Q = − 4α2 exp(−α2)

1 + exp(−4α2)
< 0 (7.125)

indicating sub-Poissonian statistics, again for all α. As α becomes large, Q → 0
for both the even and odd coherent states. For the Yurke–Stoler states, for all
α, Q = 0.

Now we look at quadrature squeezing. With respect to the even coherent state
we find that 〈

(�X̂ 1)2
〉

= 1

4
+ α2

1 + exp(−2α2)
(7.126)

〈
(�X̂ 2)2

〉
= 1

4
− α2 exp(−2α2)

1 + exp(−2α2)
(7.127)

so reduced fluctuations appear in the X̂2 quadrature for α not too large. For the
odd coherent states we have〈

(�X̂ 1)2
〉

= 1

4
+ α2

1 − exp(−2α2)
(7.128)

〈
(�X̂ 2)2

〉
= 1

4
+ α2 exp(−2α2)

1 − exp(−2α2)
(7.129)

and thus no squeezing is evident. (Note the role reversal here between the even and
odd coherent states regarding quadrature squeezing and sub-Poissonian statistics.)
For the Yurke–Stoler state we find〈

(�X̂ 1)2
〉

= 1

4
+ α2 (7.130)

〈
(�X̂ 2)2

〉
= 1

4
− α2 exp(−4α2) (7.131)
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so squeezing appears in X̂2. Finally for the statistical mixture of Eq. (7.120) we
find 〈

(�X̂ 1)2
〉

= 1

4
+ α2 (7.132)

〈
(�X̂ 2)2

〉
= 1

4
(7.133)

which, as expected, exhibits no squeezing.
Another possible way to distinguish between the coherent superpositions and

the statistical mixture is to examine the phase distribution. Using the phase states
|θ〉 introduced in Chapter 2, we will obtain, for the state of Eq. (7.112), in the
limit of large α, the phase distribution (again with α real),

P|ψ〉(θ ) ≈
(

2n̄

π

)1/2

|N |2{exp[−2n̄θ2]

+ exp[−2n̄(θ − π )2]

+ 2 cos (n̄π − �) exp[−n̄θ2 − n̄(θ − π )2]} (7.134)

where n̄ = |α|2. For the density operator of Eq. (7.120) we have

Pρ(θ ) ≈ 1

2

(
2n̄

π

)1/2

{exp[−n̄θ2] + exp[−n̄(θ − π )2]}. (7.135)

Both distributions have peaks at θ = 0 and θ = π, as expected, but only the first
has an interference term. Unfortunately, that interference term is very small, the
Gaussians in the product having very little overlap.

As for the quasi-probability distributions, the P function is highly singular,
involving an infinite sum of higher-order derivatives of a delta function. The
Q function is, of course, always positive and, as such, does not give a clear
signal for nonclassicality. But the Wigner function, when it takes on negative
values, does exhibit a clear signal for nonclassicality. Using some results from
Chapter 3, we find the Wigner function for the statistical mixture to be

WM(x, y) = 1

π
{exp[−2(x − α)2 − 2y2]

+ exp[−2(x + α)2 − 2y2]} (7.136)

which is always positive and contains two Gaussian peaks centered at x = ±α as
shown in Fig. 7.15(a). But the Wigner function for the even coherent state is

We(x, y) = 1

π [1 + exp(−2α2)]
{exp[−2(x − α)2 − 2y2]

+ exp[−2(x + α)2 − 2y2]

+ 2 exp[−2x2 − 2y2]cos(4yα)}. (7.137)

The last term results from the interference between the two states |α〉 and |−α〉.
It causes the Wigner function to become highly oscillatory, akin to exhibiting



178 Nonclassical light

−2
0

2

−2
0

2

0

0.1

0.2

0.3

xy

W x y( , )M

(a)

−5
0

2.5
5

−1
0

1

−0.5

−0.25

0

0.25

0.5

−2.5

y x

W x,y( )e

(b)

Fig. 7.15. Wigner function for (a) the statistical mixture of coherent states, and
(b) the even coherent state, both for α = √

5. It is evident that the former is always
positive and that the latter becomes negative and is highly oscillatory (i.e. displays
interference fringes) in some regions of phase space.

interference fringes, and to go negative, as evident in Fig. 7.15(b). The negativity
does not allow the Wigner function in this case to be interpreted as a probability
distribution. For the sake of completeness, we give the corresponding Wigner
functions for the odd coherent state and the Yurke–Stoler state:

W0 (x, y) = 1

π [1 + exp (−2α2)]

{
exp

[−2 (x − α)2 − 2y2
]

+ exp
[−2 (x + α)2 − 2y2

]
− 2 exp

[−2x2 − 2y2
]

cos (4yα)
}
, (7.138)

Wys (x, y) = 1

π

{
exp

[−2 (x − α)2 − 2y2
]

+ exp
[−2 (x + α)2 − 2y2

]
− 2 exp

[−2x2 − 2y2
]

sin (4yα)
}
. (7.139)

These functions are similar in character to that of the even coherent state.
How can the Schrödinger cat states of Eqs. (7.115)–(7.118) be generated

as a matter of principle (leaving aside for now the issue of decoherence)? We
have earlier described how the squeezed states may be generated by parametric
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processes. The states are generated by unitary evolution, the evolution operator
being a realization of the squeeze operator. If the initial state is a vacuum, the
squeezed vacuum evolves, that state populated by even photon numbers only.
For the even coherent state of Eq. (7.115), again only even number states are
populated but this time there does not seem to be a possible way to generate the
states from the vacuum, or any other state, by unitary evolution. The same is
true of the odd coherent state. Shortly, we shall describe a nonunitary method
of generating such states, using projective state reduction. But the Yurke–Stoler
state can be generated from the unitary evolution of a coherent state in a certain
kind of nonlinear medium, namely a Kerr-like medium [21]. The interaction is a
“self-interaction”, i.e. involving no parametric driving fields, and is modeled by
the interaction Hamiltonian

Ĥ I = h K (â†â)2 = h K n̂2 (7.140)

where K is proportional to a third-order nonlinear susceptibility χ (3). An initial
coherent state evolves into

|ψ(t)〉 = e−i Ĥ I t/h |α〉

= exp(−|α|2/2)
∞∑

n=0

αn

√
n!

e−i K n2t |n〉. (7.141)

As n2 is an integer, |ψ(t)〉 is periodic with period T = 2π/K . If t = π/K we
have e−i K n2t = e−iπn2 = (−1)n and thus |ψ(π/K )〉 = |−α〉. But for t = π/2K

e−i K n2t = e−iπn2/2 =



1, n even,

i, n odd.
(7.142)

Thus we have

|ψ(π/2K )〉 = 1√
2

e−i π/4(|α〉 + i |−α〉), (7.143)

which, apart from an overall irrelevant phase factor, is obviously the Yurke–Stoler
state of Eq. (7.118).

A more realistic form of the Kerr interaction is given by the Hamiltonian [22]

Ĥ I = hK â†2â2 = hK (n̂2 − n̂). (7.144)

Its action on a coherent state is as

|ψ(t)〉 = e−i K t(n̂2−n̂)|α〉 = e−i K tn̂2 |αei K t 〉. (7.145)

For t = π/2K we have

|ψ(π/2K )〉 = 1√
2

e−i π/4(|β〉 + i |−β〉), (7.146)

where β = i α, which is of the same form as Eq. (7.143), a Yurke–Stoler state
apart from an irrelevant phase factor. The effect of the term linear in n̂ is merely
to produce a rotation of the amplitude of the coherent state.
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Fig. 7.16. Sketch of a proposed experiment for generating Schrödinger cat states. A
single photon is injected into the first beam splitter of the interferometer and an
external mode, coupled to an internal mode through a cross-Kerr interaction, is
initially in a coherent state. Projective state reduction occurs upon detection of a
photon in either of the detectors.

We now present a nonunitary method of generating the even and odd cat states,
and the Yurke–Stoler states as well, for an optical field initially in a coherent state,
as originally discussed by Gerry [23]. The central idea behind this approach is
that of projective measurement where it is possible, in the case of an entangled
states, to project one of the subsystems of the entangled states into a pure state
through a measurement on the other subsystem (see Appendix B).

In Fig.7.16 we sketch the required experimental setup. Essentially we have
a Mach–Zehnder interferometer whose modes we label b and c as indicated,
coupled to an external mode a through a nonlinear medium realizing a so-called
cross-Kerr interaction given by the Hamiltonian

Ĥ CK = hK â†â b̂†b̂, (7.147)

where K is proportional to a third-order nonlinear susceptibility χ (3). The
action of the medium in the interferometer is given by the unitary evolution
operator

Û CK = exp
(
−i t K â†â b̂†b̂

)
, (7.148)

where t is the interaction time t = l/v, where l is the length of the medium and
v is the velocity of light in the medium. In the upper beam of the interferometer
is placed a phase shift of θ which is generated by the operator

Û PS (θ ) = exp
(
iθ ĉ†ĉ

)
. (7.149)

The phase shift θ is to be adjusted. Beam splitters BS1 and BS2 we take to be of
the type described by Eqs. (6.10). D1 and D2 are detectors placed in the output b
and c beams. We assume that a coherent state |α〉 is present in the a mode and
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that a single photon is injected into BS1 as indicated in Fig. 7.16. That is, the
input state at BS1 is |1〉b|0〉c ≡ |10〉bc. Just after BS1 we have the state

|out〉BS1 = |α〉a
1√
2

(|10〉bc + i |01〉bc). (7.150)

The actions of the phase shifter and the cross-Kerr medium yield the state

|K t , θ〉 = 1√
2

(|e−i K tα〉a |10〉bc + iei θ |α〉a |01〉bc), (7.151)

with the obvious notation |0〉b|1〉c ≡ |01〉bc. The rotated coherent state of the first
term results from the presence of the single photon in the b mode. In the second
term, the photon is in the c mode and so picks up the phase shift θ . We now
assume that K t = π so that we have

|π , θ〉 = 1√
2

(|−α〉a |10〉bc + iei θ |α〉a |01〉bc). (7.152)

Next, as in Eqs. (6.21), BS2 causes the transformations

|10〉bc

BS2−→ 1√
2

(|10〉bc + i |01〉bc),

(7.153)

|01〉bc

BS2−→ 1√
2

(|01〉bc + i |10〉bc),

so that just after BS2 we have the state

|out〉BS2 = 1

2
[|−α〉a(|10〉bc + i |01〉bc) + ieiθ |α〉a(|01〉bc + i |10〉bc)]

= 1

2
[(|−α〉a − ei θ |α〉a)|10〉bc + i(|−α〉a + ei θ |α〉a)|01〉bc]. (7.154)

We now choose the phase shift θ = π so that we have

|out〉BS2 = 1

2
[(|α〉a + |−α〉a)|10〉bc − i(|α〉a − |−α〉a)|01〉bc]. (7.155)

Now, if the detector D1 fires, indicating a photon has emerged from the beam
splitter in the b mode, the a mode is projected into the even coherent state |α〉a +
|−α〉a which upon normalization has the form of Eq. (7.115). But if detector
D2 fires, indicating that a photon has emerged from the beam splitter in mode
c, then the a mode is projected into the odd coherent state |α〉a − |−α〉a , given
in normalized form by Eq. (7.116). State reduction is a discontinuous, and thus
nonunitary, process that we can use to great effect as a method for generating
a variety of quantum states in entangled systems. Note that had we chosen to
perform state reduction before the second beam splitter, i.e. with the system in
the state of Eq. (7.152), we would not have been able to project onto the even and
odd coherent states. The beam splitter effectively provides a means of scrambling
the information on path and thus produces the required interference to generate
superpositions upon measurement. In contrast, a measurement on the state of
Eq. (7.152) produces path information and hence there is no interference. Note
that had we chosen θ = π/2, the projective measurements would have yielded
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the states |α〉 ± i |−α〉, essentially Yurke–Stoler states. In Chapter 10, we shall
describe a similar means of generating the cat states in the context of cavity
QED.

7.7 Two-mode squeezed vacuum states

So far in this chapter, we have considered nonclassical states of a single-
mode field. However, for multimode fields, the prospects for nonclassical effects
become even richer as long as the field states are not merely product states of
each of the modes. In other words, if we have entangled multimode field states
we may expect, in general, strong nonclassical effects of greater richness than is
possible for a single-mode field. In this section we shall consider the simple, and
yet very important, example of the two-mode squeezed vacuum state.

We begin by introducing, in analogy with the single-mode squeeze operator
of Eq. (7.10), the two-mode squeeze operator

Ŝ2(ξ ) = exp(ξ ∗âb̂ − ξ â†b̂†), (7.156)

where ξ = reiθ as before and where â and b̂ are the operators for the two modes.
Of course, [â, b̂†] = 0, etc. Note that Ŝ2(ξ ) does not factor into a product of
the single-mode squeeze operators of the form of Eq. (7.10) for each mode. We
now define the two-mode squeezed vacuum state by the action of Ŝ2(ξ ) on the
two-mode vacuum |0〉a|0〉b = |0, 0〉:

|ξ〉2 = Ŝ2(ξ )|0, 0〉
= exp(ξ ∗âb̂ − ξ â†b̂†)|0, 0〉. (7.157)

Because Ŝ2 does not factor as a product of two single-mode squeeze operators, the
two-mode squeezed vacuum state is not a product of two single-mode squeezed
vacuum states, rather, as we shall later show, it is an entangled state containing
strong correlations between the two modes. Notice that the two-mode squeeze
operator contains terms that either create or annihilate photons pair-wise from
each mode.

It turns out that because of the correlations between the modes, the squeezing
of quantum fluctuations is not in the individual modes but rather in a superposition
of the two-modes. We define the superposition quadrature operators as follows:

X̂ 1 = 1

23/2
(â + â† + b̂ + b̂†)

X̂ 2 = 1

23/2i
(â − â† + b̂ − b̂†).

(7.158)

The operators satisfy the same commutation relations as for the single-mode
case, [X̂1, X̂2] = i/2, and thus squeezing exists in the superposition quadratures
if the conditions of Eq. (7.3) are satisfied. That such squeezing is nonclassical
may be seen by writing the two-mode analogs to Eqs. (7.4) and (7.5) using a two-
mode P function, P(α, β) = P(α)P(β). For squeezing to exist, P(α, β) must
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be nonpositive or singular in some regions of phase space. We omit the details
here.

To investigate the squeezing properties of our state, we first use the Baker–
Hausdorf lemma to obtain

Ŝ†
2(ξ )â Ŝ2(ξ ) = â cosh r − eiθ b̂† sinh r

Ŝ†
2(ξ )b̂Ŝ2(ξ ) = b̂ cosh r − eiθ â† sinh r.

(7.159)

By using these results, we can show (we leave the details as an exercise) that for
the two-photon squeezed vacuum state

〈X̂ 1〉 = 0 = 〈X̂ 2〉 (7.160)

and that 〈
(X̂ 1)2

〉
= 1

4
[cosh2 r + sinh2 r − 2 sin r cosh r cos θ ]

〈
(X̂ 2)2

〉
= 1

4
[cosh2 r + sinh2 r + 2 sin r cosh r cos θ ].

(7.161)

For θ = 0 we obtain 〈
(X̂ 1)2

〉
= 1

4
e−2 r ,

〈
(X̂ 2)2

〉
= 1

4
e2 r . (7.162)

The results in Eqs. (7.162) are mathematically identical to the case for a single-
mode squeezed vacuum state but the interpretation here is in terms of the super-
position of two modes.

We now seek a decomposition of our state |ξ〉2 in terms of the two mode
number states |n〉a ⊗ |m〉b ≡ |n, m〉. We follow our earlier procedure by starting
with

â|0, 0〉 = 0 (7.163)

and using

Ŝ2(ξ )â Ŝ†
2(ξ ) = â cosh r + ei θ b̂† sinh r (7.164)

to write

Ŝ2(ξ )â Ŝ†
2(ξ )Ŝ2(ξ )|0, 0〉

(7.165)
= (µâ + νb̂†)|ξ〉2 = 0

where µ = cosh r and ν = eiθ sinh r. Expanding |ξ〉2 as

|ξ〉2 =
∑
n,m

Cn,m |n, m〉 (7.166)

the eigenvalue problem becomes∑
n,m

Cn,m[µ
√

n|n − 1, m〉 + ν
√

m + 1 |n, m + 1〉] = 0. (7.167)
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Of the many possible solutions, we are only interested in the one containing the
two-mode vacuum state |0, 0〉. This solution has the form

Cn,m = C0,0

(
− ν

µ

)n
δn,m = C0,0(−1)neinθ tanhn rδn,m (7.168)

where C0,0 is determined from normalization to be C0,0 = (cosh r )−1. Thus the
two-mode squeezed vacuum states, in terms of the number states, are

|ξ〉2 = 1

cosh r

∞∑
n=0

(−1)neinθ (tanh r )n|n, n〉. (7.169)

Aside from the obvious fact that our states are entangled, perhaps their most
striking feature is the evident strong correlations between the two modes: only the
paired states |n, n〉 occur in the superposition of Eq. (7.169). This is one reason
why such states are often called “twin beams”. Another way to express this is to
note that |ξ〉2 is also an eigenstate of the number difference operator n̂a − n̂b,

where n̂a = â†â and n̂b = b̂†b̂, with eigenvalue zero:

(n̂a − n̂b)|ξ〉2 = 0. (7.170)

Because of the correlations and of the symmetry between the two modes, the
average photon number in each mode is the same and can easily be shown to be

〈n̂a〉 = 〈n̂b〉 = sinh2 r, (7.171)

the same expression as for the single-mode squeezed vacuum (Eq. (7.26) with
α = 0). The variances in the number operators are

〈(�n̂a)2〉 = 〈(�n̂b)2〉 = sinh2 r cosh2 r = 1

4
sinh2(2r ). (7.172)

Obviously 〈(�n̂i )〉 > 〈n̂i 〉, i = a, b, so both modes exhibit super-Poissonian
photon statistics.

In order to quantify the quantum correlation between the two modes, we must
examine operators acting on both systems. Here we take the combination photon
number operators n̂a ± n̂b and examine the variances

〈[�(n̂a ± n̂b)]2〉 = 〈(�n̂a)2〉 + 〈(�n̂b)2〉 ± 2cov(n̂a, n̂b) (7.173)

where the covariance of the photon numbers is defined as

cov(n̂a, n̂b) ≡ 〈n̂a n̂b〉 − 〈n̂a〉〈n̂b〉. (7.174)

For states containing no intermode correlations the expectation value of the prod-
uct of the number operators factors as 〈n̂a n̂b〉 = 〈n̂a〉〈n̂b〉 and the covariance will
be zero. But for the two-mode squeezed vacuum states, we know, by virtue of
Eq. (7.170) that the variance of the number difference operator n̂a − n̂b must be
zero:

〈[�(n̂a − n̂b)]2〉 = 0. (7.175)
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It follows from Eqs. (7.172) and (7.173) that

cov(n̂a, n̂b) = 1

4
sinh2(2r ). (7.176)

Thus the linear correlation coefficient, defined as

J (n̂a, n̂b) = cov(n̂a, n̂b)

〈(�n̂a)2〉1/2 〈(�n̂b)2〉1/2
, (7.177)

which, from Eqs. (7.172) and (7.176), takes the value

J (n̂a, n̂b) = 1, (7.178)

the maximal value indicating strong intermode correlations.
From Eq. (7.169) we can obtain the joint probability of finding n1 photons in

mode a and n2 photons in mode b, Pn1n2 :

Pn1 n2 = |〈n1, n2 | ξ〉2|2

= (cosh r )−2(tanh r )2nδn1,nδn2,n . (7.179)

If we plot Pn1n2 versus n1 and n2, as in Fig. 7.17, it is clear that the joint probability
is a monotonically decreasing function along the diagonal n1 = n2.

In order to examine properties of the individual modes it is useful to introduce
the density operator for the state |ξ〉2:

ρ̂ab = |ξ〉2 2〈ξ |. (7.180)
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The reduced density operators for the individual modes are easily found to be
(see Appendix A)

ρ̂a =
∞∑

n=0

1

(cosh r )2
(tanh r )2n|n〉a a〈n|

ρ̂b =
∞∑

n=0

1

(cosh r )2
(tanh r )2n|n〉b b〈n|.

(7.181)

In both cases, the probability of finding n photons in a single mode a or b is

P (i)
n = i 〈n|ρ̂i |n〉i = (tanh r )2n

(cosh r )2
(i = a, b). (7.182)

From Eq. (7.171) we can write

P (i)
n = 〈n̂i 〉n

(1 + 〈n̂i 〉n+1)
, (7.183)

which is a thermal distribution with an average photon number 〈n̂i 〉 = sinh2 r . In
other words, the radiation field in one of the modes obtained by disregarding (i.e.
making no measurement on) the other mode of the two-mode squeezed vacuum,
is indistinguishable from the radiation from a thermal source [24]. The effective
temperature of this “source” can be obtained from Eq. (2.141) by replacing n̄
with 〈n̂i 〉 to yield

Teff = hωi

2kB ln(coth r )
(7.184)

where ωi is the frequency of the mode.
The alert reader will have noted that the expansion in Eq. (7.169) is already of

the form of a Schmidt decomposition, in this case containing an infinite number
of terms. Furthermore, we already have the reduced density operators of both
modes and they are identical in form. Thus we can use the results in Appendix A
to obtain the von Neumann entropy, a measure of the degree of entanglement, as

S(ρ̂a) = −
∞∑

n=0

[
tanh2n r

cosh2 r

]
ln

[
tanh2n r

cosh2 r

]
= S(ρ̂b). (7.185)

In Fig. 7.18 we plot the von Neumann entropy against the squeeze parameter r.
Evidently, the degree of entanglement increases with increasing r.

Our two-mode squeezed vacuum state, as for the single-mode squeezed vac-
uum state, may be generated by a parametrically driven nonlinear medium. The
form of the Hamiltonian for this case, with all modes quantized is

Ĥ = hωaâ†â + hωbb̂†b̂ + hωPĉ†ĉ + i hχ (2)(âb̂ĉ† − â†b̂†ĉ), (7.186)

where the c mode contains the pump field. Again we assume the pump field to
be a strong, undepleted, coherent state |γ e−iωPt 〉. The parametric approximation
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Fig. 7.18. A plot of the
von Neumann entropy
S(ρ̂a) against the squeeze
parameter r.

to Eq. (7.186) is then

Ĥ (PA) = hωaâ†â + hωbb̂†b̂ + i h(η∗eiωPt âb̂ − ηe−iωPt â†b̂†), (7.187)

where η = χ (2)γ . Transforming to the interaction picture we obtain the time-
dependent interaction Hamiltonian

Ĥ I(t) = i h
[
η∗ei (ωP−ωa−ωb ) t âb̂ − ηe−i (ωP−ωa−ωb ) t â†b̂†

]
. (7.188)

With the pump field frequency adjusted so that ωP = ωa + ωb, we obtain the time-
independent interaction Hamiltonian

Ĥ I = i h(η∗âb̂ − ηâ†b̂†). (7.189)

This describes the process of nondegenerate parametric down-conversion
whereby a photon of the pump field is converted into two photons, one for each
of the modes a and b. Obviously the associated evolution operator is

Û I(t, 0) = exp[−i Ĥ It/ h] = Ŝ2(ξ ) (7.190)

where ξ = ηt .
The states produced by the nondegenerate down-conversion process (i.e. the

two-mode squeezed vacuum states) are entangled and, as such, they have been
much discussed and have even been employed experimentally for fundamental
tests of quantum mechanics, some aspects of which will be addressed in Chapter 9.
They have also been studied in connection with various applications in quantum
information processing, notably for purposes of quantum teleportation [25].
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7.8 Higher-order squeezing

We have by no means exhausted all possibilities when it comes to nonclassical
states and criteria under which the states are, in fact, nonclassical. It is possible to
have states that exhibit quadrature squeezing but not number squeezing, or vice
versa. It is even possible to have nonclassical states that are neither quadrature
nor number squeezed.

Here we shall introduce one form of so-called higher-order squeezing, specif-
ically the form introduced by Hong and Mandel [26]. Other forms will be
addressed in the problems. The Hong–Mandel higher-order squeezing refers to
squeezing in the higher-order moments of a quadrature operator. Setting

X̂ (ϑ) = 1

2
(â e−iϑ + â†eiϑ ) (7.191)

as our generic quadrature operator, we say that a field is squeezed to the Nth
order if for some angle ϑ , 〈(�X̂ )N 〉 < 〈(�X̂ )N 〉coh, where the right-hand side
of the inequality is evaluated for a coherent state. This definition is an obvious
generalization of the condition for the usual second-order quadrature squeezing,
〈(�X̂ )2〉 < 〈(�X̂ )2〉coh = 1

4 . But although this latter condition can be written as
〈: (�X̂ )2 :〉 < 0, one cannot write 〈: (�X̂ )N :〉 < 0 as the condition for Nth-order
squeezing, the relationship between the moments 〈(�X̂ )N 〉 and the normally
ordered moments 〈: (�X̂ )N :〉 being much more complicated in cases when N >

2. To obtain the relationship, we use the Baker–Hausdorf–Campbell theorem the
reader will have encountered in Problem 3 of Chapter 2. Recall that for operators
Â and B̂, which may not commute, i.e. [ Â, B̂] 
= 0, but that do commute with
their commutator, [ Â, [ Â, B̂]] = 0 = [B̂[ Â, B̂]], then

eÂ+B̂ = exp(− 1
2 [ Â, B̂])eÂeB̂ . (7.192)

With this formula we can show that

exp(y�X̂ ) = : exp(y�X̂ ) : exp(y2/8) (7.193)

where y is just a c-number parameter. Taking the expectation value of this operator
relation, expanding in Taylor series and equating coefficients of like powers of y
on both sides, we obtain〈

(�X̂ )N
〉

=
〈
: (�X̂ )N :

〉
+ N (2)

1!

(
1

8

) 〈
: (�X̂ )N−2 :

〉

+ N (4)

2!

(
1

8

)2 〈
: (�X̂ )N−4 :

〉
+ · · ·

· · · +




(N − 1)!!
(

1
4

) 1
2 N − 3

2 , N even,

N !

3!2
1
2 N − 3

2

(
1
4

) 1
2 N − 3

2(
1
2 N − 3

2

) 〈
: (�X̂ )3 :

〉
, N odd,

(7.194)

where N (r ) = N (N − 1) . . . (N − r + 1). For a coherent state, all the nor-
mally ordered moments vanish: 〈: (�X̂ )N :〉 = 0. So in the case of N odd,
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N = 2 l + 1, l = 0, 1, 2, . . . , we obtain 〈(�X̂ )2 l+1〉coh = 0. As it is not possi-
ble for the moments to go negative, there can be no higher-order squeezing in the
odd moments of the quadrature operator. On the other hand, for N even, N = 2 l,
we have 〈

(�X̂ )2l
〉
coh

= (2l − 1)!!
(1

4

)l
. (7.195)

Thus we can say that the field state is squeezed to the order 2 l whenever〈
(�X̂ )2l

〉
< (2l − 1)!!

(1

4

)l
. (7.196)

Squeezing exists to second order if〈
: (�X̂ )2 :

〉
< 0, (7.197)

to fourth order if 〈
: (�X̂ )4 :

〉
+ 3

2

〈
: (�X̂ )2 :

〉
< 0, (7.198)

to sixth order if 〈
: (�X̂ )6 :

〉
+ 15

4

〈
: (�X̂ )4 :

〉
+ 45

16

〈
: (�X̂ )2 :

〉
< 0, (7.199)

etc. There is the possibility that Eq. (7.196) is satisfied even though 〈: (�X̂ )N :〉
is not negative beyond N = 2 owing to the domination of the series by the
second-order term 〈: (�X̂ )2 :〉. In such a case, there is only intrinsic second-order
squeezing.

As an extension of the parameter introduced in Eq. (7.8) to characterize second-
order squeezing, Nth-order squeezing may be conveniently characterized by the
parameter

sN (ϑ) =
〈
(�X̂ )N

〉
− (N − 1)!!(0.25)N/2

(N − 1)!!(0.25)N/2
. (7.200)

Specific examples of states manifesting higher-order squeezing are considered
in the problems below.

7.9 Broadband squeezed light

In our discussion of nonclassical light, we have, so far, confined our interest to a
single-mode field or a double-mode field with widely separated frequencies. Of
course, these are highly ideal situations, difficult to realize experimentally. In a
more realistic approach, the presence of other modes of frequencies near the one
of interest, or those in the bandwidth of the sensitivity of the detectors, must be
taken into account. To give a sense of what is involved, we consider here, briefly,
broadband squeezed light.

To keep things as uncluttered as possible, we assume that all the modes are
identically polarized and thus treat the fields as scalars. We further assume that
some frequency ω0 is the mid frequency of a quasi-monochromatic field. The
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positive frequency part of the field, from Eq. (2.125), is given by the collective
annihilation operator

Ê (+)(r, t) =
∑
[k]

l(ωk)âkei(k·r−ωk t), (7.201)

where l(ωk) = i( hωk/2ε0V )1/2 and where [k] represents the set of relevant
plane-wave modes. Of course, the collective creation operator is just Ê (−)(r,t) =
[Ê (+)(r,t)]†. These operators satisfy the equal time commutation relation[

Ê (+)(t), Ê (−)(t)
]

=
∑
[k]

|l(ωk)|2 ≡ C, (7.202)

where we have suppressed the position vector for simplicity. We may now define
two collective quadrature operators according to

X̂ (c)
1 (t) = 1

2

[
Ê (+)(t) + Ê (−)(t)

]
,

X̂ (c)
2 (t) = 1

2i

[
Ê (+)(t) − Ê (−)(t)

]
,

(7.203)

satisfying [
X̂ (c)

1 , X̂ (c)
2

]
= i

2
C, (7.204)

from which it follows that〈(
�X̂ (c)

1

)2〉〈(
�X̂ (c)

2

)2〉
≥ 1

16
|C |2. (7.205)

Broadband squeezing exists then if〈(
�X̂ (c)

i

)2〉
<

1

4
|C |, i = 1 or 2. (7.206)

Other forms of higher-order squeezing have been proposed, for states of both
single- and double-mode fields. Some of these are taken up in the Problems.

Problems

1. Investigate the time evolution of the wave packets associated with the squeezed vacuum

state and of the more general squeezed state. Graphically display the wave packets

(you should actually consider the probability distribution over the harmonic oscillator

potential) at different times. Show that the squeezed vacuum state is a “breather”, that

is, that its centroid is stationary but that its width oscillates at twice the frequency of

the harmonic oscillator potential.

2. Carry out the steps to obtain the squeezed vacuum Wigner function of Eq. (7.83).

3. Obtain the Wigner function for the displaced squeezed vacuum.

4. We defined a general squeezed state in Eq. (7.22) as a displaced squeezed vacuum

state, i.e. the state generated by the operator product D̂(α)Ŝ(ξ ) acting on the vacuum.

Consider now the state generated by the reversed operator product, i.e. Ŝ(ξ )D̂(α), acting

on the vacuum, the squeezed coherent state. Find the appropriate eigenvalue problem

and solve it via a recursion relation. Investigate the properties of the state, e.g. the



Problems 191

photon statistics, and quadrature and number squeezing. How is this state related to

the displaced squeezed vacuum?

5. Operating on a coherent state with the annihilation operator has no effect on the

state itself, i.e. â|α〉 = α|α〉. But consider now the effect of operating on a coherent

state with the creation operator: â†|α〉. Obtain the normalized state and investigate its

properties. Is it a nonclassical state?

6. Investigate (numerically!) the question of whether or not squeezing (both in quadrature

and in number) occurs in the dynamics of the Jaynes–Cummings model. Assume the

atom to always be initially in the excited state and the field initially in a coherent state.

Examine the effects of increasing the average photon number from as low as n̄ = 5

to as high as n̄ = 100.

7. Study the dynamics of the Jaynes–Cummings model where the initial coherent state of

the field is replaced by the squeezed state of Eq. (7.80). Check the limiting cases where

r → 0 (the coherent state) and where α → 0 (the squeezed vacuum state of Eq. (7.68)).

8. Consider the Kerr interaction as described by Eq. (7.144).

(a) Obtain the Heisenberg equation for the annihilation operator and solve it.

(b) Show that for an initial coherent state, the photon-counting statistics remain

Poissonian for all times.

(c) Examine the possible occurrence of quadrature squeezing. We know that for times

t = π/2K , the condition for generating Yurke–Stoler states, that squeezing will

be present in X̂ 2 as per Eq. (7.131), but what about at other, shorter, times? Make

sure to examine both quadratures.
9. Consider the so-called “real” and “imaginary” states consisting of the superpositions

of the forms |α〉 ± |α∗〉. Assuming α is complex, normalize the superposition and

then investigate the states for quadrature and number squeezing. Obtain the Wigner

function for these states.

10. Consider the set of operators defined as

K̂ 1 = 1

2
(â†2 + â2), K̂ 2 = 1

2i
(â†2 − â2), and K3 = 1

2

(
â†â + 1

2

)
.

The first two are sometimes referred to as the quadratures of the square of the field

[27]. (a) Show that these operators form a closed set under commutation; that is,

the commutator of any two yields the third. (b) Obtain the uncertainty product for

the operators K1 and K2. (c) Use the coherent states |α〉 to see if they equalize this

product. (d) Examine the question of squared field squeezing as a form of higher-order

squeezing: is it a nonclassical effect? (e) If this is a nonclassical effect, check to see if

the Schrödinger cat states, either the even, odd, or Yurke–Stoler types, are squeezed

in this sense.

11. Justify the statement that all normally ordered moments of the quadrature operator

vanish, i.e. that 〈: (�X̂ )N :〉 = 0 for X̂ given by Eq. (7.191).

12. Derive Eq. (7.194).

13. Establish, through the use of the P function, that the Hong–Mandel definition of

higher-order squeezing is, indeed, a nonclassical effect.

14. Work out the conditions for higher-order squeezing in a broadband field.
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15. Consider the pair coherent states |η, q〉, which are defined as simultaneous

eigenstates of the pair annihilation operator â b̂ with eigenvalue η (a complex

number) and the number difference operator â†â − b̂†b̂ with eigenvalue q =
. . . , −2, −1−, 0, 1, 2,. . . . Solve the eigenvalue problem under the assumption that

q ≥ 0. Then examine the properties of the states, specifically the joint photon proba-

bility distribution, the intermode correlations, and two-mode squeezing.

16. Consider the inequality 〈â†2â2〉〈b̂†2b̂2〉 ≥ 〈â†âb̂†b̂〉2. This is a form of the Cauchy–

Schwarz inequality [28]. For a product of coherent states, it is easy to see that the

equality is satisfied. Violation of this inequality indicates a strong nonclassical corre-

lation. Do the two-mode squeezed vacuum states violate the inequality? What about

the pair coherent states of Problem 15?

17. Obtain the von Neumann entropy in the case of pair coherent states. Examine how the

degree of entanglement varies with the eigenvalue η and the parameter q.

18. Consider a Mach–Zehnder interferometer, as described in Chapter 6, and assume that

one input mode is in a coherent state and that the other is in a squeezed vacuum state.

Show that the phase fluctuations at the output are reduced below the standard quantum

limit (�ϕSQL = 1/
√

n̄) to �ϕ = e−r/
√

n̄.

19. Reconsider the previous problem but with the squeezed vacuum replaced by even or

odd coherent states. What effect, if any, do these states have on the reduction of noise

at the output of the interferometer?

20. Consider the Hamiltonian

Ĥ = hωP â†â + hωbb̂†b̂ + hωcĉ†ĉ + i hχ (2)(âb̂ĉ† − â†b̂†ĉ),

which is similar to that of Eq. (7.186) but where we have taken the a mode as the

pump. In this situation the nonlinear medium will perform frequency conversion.

(a) Make the parametric approximation and show that, under the condition that ωP =
ωb − ωc, the interaction picture Hamiltonian has the form

Ĥ I = −i h(ηb̂†ĉ − η∗b̂ĉ†).

(b) Using the evolution operator Û fc(t) = exp(−i Ĥ It/ h) = exp[t(ηb̂†ĉ − η∗b̂ĉ†)],

obtain expressions for the b̂ and ĉ operators at times t > 0.

(c) It should be clear that under this interaction, a vacuum state, i.e. |0〉b|0〉c, remains

a vacuum state. But what about a state of the form |0〉b|N 〉c? (Hint: start with

the relation b̂|0〉b|N 〉c = 0 and obtain an eigenvalue problem as we did for non-

degenerate down-conversion.) Show that the joint photon number distribution is

a binomial distribution of the N photons over the two modes. Is this an entangled

state? Are there intermode correlations for this state?

(d) Consider the initial state to be |0〉b|α〉c. Are there intermode correlations for the

state at times t > 0?
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Chapter 8
Dissipative interactions and decoherence

8.1 Introduction

So far, we have discussed closed systems involving a single quantized mode of
the field interacting with atoms, as for example in the Jaynes–Cummings model
in Chapter 4. As we saw in this model, the transition dynamics are coherent
and reversible: the atom and field mode exchange excitation to and fro without
loss of energy. As we add more modes for the atom to interact with, the coherent
dynamics become more complicated as the relevant atom–field states come in and
out of phase and beat together to determine the total state occupation probabilities.
As time goes on, these beats get out of phase, leading to an apparent decay of the
initial state occupation probability. But at later times, the beating eigenfrequencies
get back in phase in a manner rather reminiscent of the Jaynes–Cummings revival
discussed earlier in this book, and this leads to a partial recurrence or revival of
the initial state probability. The time scale for this partial revival depends on the
number of participating electromagnetic field modes and as these increase to
the level appropriate for an open system in free space the recurrence disappears
off to the remote future, and the exponential decay law appropriate for decay is
recovered as an excellent approximation [1].

We have already discussed the origin of spontaneous emission and the Einstein
A coefficient using perturbation theory in Chapter 4. For many purposes, all that
we need to do to include decay in our discussion of the dynamics of coherently
excited atoms is to add a loss term to upper-state populations, a term which reflects
the gain in population in lower states to which the excited atom can decay, and
to allow for an appropriate decay for the coherences (or dipole moments). The
resultant equations are known as the optical Bloch equations [2]. The dynamics
is often well approximated by an ansatz which makes the upper unstable state
energy complex, with an imaginary part which reflects the lifetime of the upper
state (but care needs to be exercised in the use of this simple ansatz applied to
probability amplitudes as it cannot allow for the repopulation of the lower level
in any convincing way).

More rigorous models of spontaneous emission decay have to take into account
the quantized nature of the free-space vacuum with which the atom interacts. One
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can develop a multimode Schrödinger picture approach to this problem, which
involves coupled equations of motion for the initial excited state of the atom
with no photons present and the infinite number of states where there is one
excitation in the field and the atom is in its ground state. These equations cannot
be solved analytically, but when the coupling between the atom and field is weak
enough for only small changes in excitation probabilities to be generated within
the coherence time of the relevant radiation (and for the vacuum this is a very
short time indeed!), the exponential decay law is obtained. This is the essence
of the standard theory of spontaneous emission due to Weisskopf and Wigner; if
instead we worked with the density matrix, the equivalent approach is called the
Born–Markov approximation. An account of these models is beyond the scope
of this book but details of these can be found in the bibliography.

8.2 Single realizations or ensembles?

Quantum mechanics is usually introduced as a theory for ensembles, but the
invention of ion traps, for example, offers the possibility to observe and manip-
ulate single particles, where observability of quantum jumps, which are not be
seen directly in the ensemble, lead to conceptual problems of how to describe
single realizations of these systems [3]. Usually Bloch equations or Einstein rate
equations are used to describe the time evolution of ensembles of atoms or ions
driven by light. New approaches via conditional time evolution, given say when
no photon has been emitted, have been developed to describe single experimental
realizations of quantum systems. This leads to a description of the system via
wave functions instead of density matrices. This conditional “quantum trajectory”
approach [4] is still an ensemble description but for a subensemble, where we
know when photons have been emitted. The jumps that occur in this description
can be considered as the result of the increase of our knowledge about the system
which is represented by the wave function (or the density operator) describing
the system. In the formalism to be presented one usually imagines that Gedanken
measurements are performed in a rapid succession, for example, on the emitted
radiation field. These will either have the result that a photon has been found
in the environment or that no photon has been found. A sudden change in our
information about the radiation field (for example through the detection of a pho-
ton emitted by the system into the environment) leads to a sudden change of the
wave function of the system. However, it is not only the detection of a photon
that leads to an increase of information, but so does the failure to detect a photon
(i.e. a null result). New insights have been obtained into atomic dynamics and
into dissipative processes, and new powerful theoretical approaches developed.
Apart from the new insights into physics these methods also allow the simulation
of complicated problems, e.g. in laser cooling, that were completely intractable
with the master equation approach.
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Quantum mechanics is a statistical theory that makes probabilistic predictions
of the behaviour of ensembles (an ideally infinite number of identically prepared
quantum systems) by using density operators. This description was completely
sufficient for the first 60 years of the existence of quantum mechanics because
it was generally regarded as completely impossible to observe and manipulate
single quantum systems. For example, Schrödinger, in 1952, wrote [5]:

. . . we never experiment with just one electron or atom or (small) molecule. In

thought experiments we sometimes assume that we do; this invariably entails

ridiculous consequences . . . In the first place it is fair to state that we are not

experimenting with single particles, any more than we can raise ichthyosauria in

the zoo.

This (rather extreme) opinion was challenged by a remarkable idea of Dehmelt,
which he first made public in 1975 [6]. He considered the problem of high-
precision spectroscopy, where one wants to measure the transition frequency of
an optical transition as accurately as possible, e.g. by observing the resonance
fluorescence from that transition as part (say) of an optical frequency standard.
However, the accuracy of such a measurement is fundamentally limited by the
spectral width of the observed transition. The spectral width is caused by spon-
taneous emission from the upper level of the transition, which leads to a finite
lifetime τ of the upper level. Basic Fourier considerations then imply a spectral
width of the scattered photons on the order of 1/τ . To obtain a precise value of the
transition frequency, it would therefore be advantageous to excite a metastable
transition that scatters only a few photons within the measurement time. On the
other hand, one then has the problem of detecting these few photons and this
turns out to be practically impossible by direct observation. So obviously one has
arrived at a major dilemma. Dehmelt’s proposal, however, suggests a solution to
these problems, provided one would be able to observe and manipulate single
ions or atoms, which became possible with the invention of single ion traps [7].
We illustrate Dehmelt’s idea in its original simplified rate equation picture. It
runs as follows. Instead of observing the photons emitted on the metastable two-
level system directly, he proposed to use an optical double-resonance scheme as
depicted in Fig. 8.1.

One laser drives the metastable 0 ↔ 2 transition while a second strong laser
saturates the strong 0 ↔ 1; the lifetime of the upper level 1 is, for example, 10 ns
while that of level 2 is of the order of 1s. If the initial state of the system is the
lower state 0 then the strong laser will start to excite the system to the rapidly
decaying level 1, which will then lead to the emission of a photon after a time
that is usually very short (of the order of the lifetime of level 1). This emission
restores the system back to the lower level 0; the strong laser can start to excite the
system again to level 1, which will emit a photon on the strong transition again.
This procedure repeats until at some random time the laser on the weak transition
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Fig. 8.1. The V system. Two upper levels 1 and 2 couple to a common ground
state 0. The transition frequencies are assumed to be largely different so that each of
the two lasers driving the system couples to only one of the transitions. The 0 ↔ 1
transition is assumed to be strong while the 0 ↔ 2 transition is weak.

Fig. 8.2. Recorded
resonance fluorescence
signal exhibiting quantum
jumps from a
laser-excited Mg ion [8].
Periods of high photon
count rate are interrupted
by periods with negligible
count rate (except for an
unavoidable dark count
rate).

manages to excite the system into its metastable state 2 where it remains shelved
for a long time, until it jumps back to the ground state either by spontaneous
emission or by stimulated emission due to the laser on the 0 ↔ 2 transition.
During the time the electron remains in the metastable state 2, no photons will
be scattered on the strong transition and only when the electron jumps back to
state 0 can the fluorescence on the strong transition start again. Therefore from
the switching on and off of the resonance fluorescence on the strong transition
(which is easily observable) we can infer the extremely rare transitions on the
0 ↔ 2 transition. Therefore we have a method to monitor rare quantum jumps
(transitions) on the metastable 0 ↔ 2 transition by observation of the fluorescence
from the strong 0 ↔ 1 transition. A typical experimental fluorescence signal is
depicted in Fig. 8.2 [8] where the fluorescence intensity I(t) is plotted.
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However, this scheme works only if we observe a single quantum system,
because if we observe a large number of systems simultaneously the random
nature of the transitions between levels 0 and 2 implies that some systems will
be able to scatter photons on the strong transition while others are not able to
do so because they are in their metastable state at that moment. From a large
collection of ions observed simultaneously one would then obtain a more or less
constant intensity of photons emitted on the strong transition. The calculation of
single system properties, such as the distribution of the lengths of the periods
of strong fluorescence, required some effort that eventually led to the devel-
opment of the quantum-jump approach. Apart from the interesting theoretical
implications for the study of individual quantum systems, Dehmelt’s proposal
obviously has important practical applications. An often-cited example is the
realization of a new time standard using a single atom in a trap. The key idea
here is to use either the instantaneous intensity or the photon statistics of the
emitted radiation on the strong transition (the statistics of the bright and dark
periods) to stabilize the frequency of the laser on the weak transition. This is
possible because the photon statistics of the strong radiation depends on the
detuning of the laser on the weak transition. Therefore a change in the statis-
tics of bright and dark periods indicates that the frequency of the weak laser
has shifted and has to be adjusted. However, for continuously radiating lasers
this frequency shift will also depend on the intensity of the laser on the strong
transition [9]. Therefore in practice pulsed schemes are preferable for frequency
standards [10]. Owing to the inability of experimentalists to store, manipulate
and observe single quantum systems (ions) at the time of Dehmelt’s proposal,
both the practical as well as the theoretical implications of his proposal were not
immediately investigated. It was about ten years later that this situation changed.
At that time Cook and Kimble published a paper [11] in which they made the
first attempt to analyse the situation described above theoretically. Their advance
was stimulated by the fact that by that time it had become possible to actually
store single ions in an ion trap. In their simplified rate-equation approach Cook
and Kimble started with the rate equations for an incoherently driven three-level
system as shown in Fig. 8.1 and assumed that the strong 0 ↔ 1 transition is
driven to saturation. (By saturation we mean that the populations of the states 0
and 1 are so strongly influenced by the stimulating radiation field that no further
increase in the transition probabilities can be achieved by increasing the intensity.)
They consequently simplify their rate equations, introducing the probabilities
P+ of being in the metastable state and P− of being in the strongly fluorescing
0 ↔ 1 transition. This simplification now allows the description of the resonance
fluorescence to be reduced to that of a two-state random telegraph process. Either
the atomic population is in the levels 0 and 1 and therefore the ion is strongly
radiating (on), or the population rests in the metastable level 2 and no fluorescence
is observed (off). They then proceed to calculate the distributions for the lengths
of bright and dark periods and find that their distribution is Poissonian. Their
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analysis that we have outlined very briefly here is of course very much simplified
in many respects. The most important point is certainly the fact that Cook and
Kimble assume incoherent driving and therefore adopt a rate-equation model.
In a real experiment coherent radiation from lasers is used. The complications
arising in coherent excitation finally led to the development of the quantum-
jump approach. Despite these problems the analysis of Cook and Kimble showed
the possibility of direct observation of quantum jumps in the fluorescence of
single ions, a prediction that was confirmed shortly afterwards in a number of
experiments [12]. The following effort of a great number of physicists eventually
culminated in the development of the quantum-jump approach [13].

8.3 Individual realizations

The quantum-jump method provides a simple description of decay processes
which avoids the technicalities of more formal approaches. The procedure
adopted in quantum-jump simulations, a kind of Monte Carlo procedure, can
be summarized as follows [3, 14] for the simple case of photons in a single-mode
cavity field, where photons are lost from the field and absorbed by the walls of the
cavity, which we assume to be at T = 0 K. When we speak of “emission” in what
follows, we shall mean emission from the field, the loss of photons from the field,
the emission being represented mathematically by the action of an annihilation
operator acting on the field state. The rate that photons are lost by the field (the
emission rate) we denote as γ . Then the jump procedure is as follows.

1. Determine the current probability �P of emission of a photon within the time interval

δt : this depends on the decay rate and the photon occupation number according to

�P = γ 〈�| â†â |�〉 δt, (8.1)

|�〉 being a particular member of the ensemble.

2. Obtain a random number r between zero and one, compare this with �P and decide on

emission as follows.

3. Emit if r < �P; so that the system jumps to the renormalized form:

|�〉 → |�emit〉 = â |�〉
〈�| â†â |�〉1/2 , (8.2)

where the annihilation operator takes care of the loss of a cavity field photon emitted

by the wall external to the cavity.

4. Or no emission if r > �P; so the system evolves according to

|�〉 → |�no emit〉 = e−i δt Ĥeff |�〉[
〈�| ei δt Ĥ†

eff e−i δt Ĥeff |�〉
]1/2

= e−i δt Ĥeff |�〉
[〈�| e−δt â† â |�〉]1/2

≈ {1 − (i/ h)Ĥδt − (γ /2)δt â†â}|�〉
(1 − �P)1/2

, (8.3)
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valid to order δt, where Ĥeff = Ĥ − i h(γ /2)â†â is the effective non-Hermitian Hamil-

tonian describing nonunitary evolution, and where the second term represents the decay

in the energy of the cavity field. We refer the reader to the literature [8] for a more com-

plete discussion of the no-jump evolution.

5. Repeat this whole process to obtain an individual trajectory, or history that will describe

the conditional evolution of one member of the ensemble of decaying systems, contin-

gent of us recording jump events at times t1, t2, . . .

6. Average observables over many such trajectories to obtain a description of how the

whole ensemble behaves on average, where all possible histories are included.

To reassure ourselves that this is all true, we note that the history of a particular
trajectory splits into two alternatives in a time �t short enough to allow at most
one jump: either a jump is recorded or it is not:

|�〉 →
{

|�emit〉 with probability �P,

|�no emit〉 with probability 1 − �P.
(8.4)

Then in terms of the density operator of the associated pure state, |�〉〈�|,
the evolution for a short time step of length δt, where |�(t)〉 ≡ |�〉
and |�(δt)〉 ≡ |�(t + δt)〉, becomes a sum of the two possible outcomes,

|�〉 〈�| → |� (δt)〉 〈� (δt)|
= �P |�emit〉 〈�emit| + (1 − �P) |�no emit〉 〈�no emit|
= γ δt â |�〉 〈�| â†

+ {1 − (i/ h)Ĥδt − (γ /2)δt â†â} |�〉 〈�|
× {1 + (i/ h)Ĥδt − (γ /2)δt â†â}

≈ |�〉 〈�| − i

h
δt[Ĥ , |�〉 〈�|]

+ γ

2
δt{2â |�〉 〈�| â† − â†â |�〉 〈�| − |�〉 〈�| â†â}. (8.5)

Averaging over all members of the ensemble for this short time evolution we
obtain

ρ̂ (t + δt) = ρ̂ (t) − i

h
δt[Ĥ , ρ̂] + γ

2
δt{2âρ̂ â† − â†âρ̂ − ρ̂ â†â}, (8.6)

ρ̂(t) being the density operator of the ensemble. This result has the appearance of
Euler’s approximation for obtaining the solution of an ordinary differential equa-
tion. Indeed, in the limit δt → 0, we do obtain a first-order ordinary differential
equation for the density operator:

dρ̂

dt
= − i

h
[Ĥ , ρ̂] + γ

2
{2âρ̂ â† − â†âρ̂ − ρ̂ â†â}. (8.7)

This we refer to as the master equation, and it is precisely of the form obtained
from more-complicated approaches for this zero-temperature (T = 0 K) field
damping problem.
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Before proceeding, let us look at the implications of the quantum jumps on
some familiar quantum states of the field. We assume that no interactions occur
other than the dissipative one so that we have Ĥ = 0. Suppose the cavity field is
prepared in a coherent state |α〉. When a quantum jump occurs and a photon is
emitted by the field, then because the coherent state is a right eigenstate of the
annihilation operator, â|α〉 = α|α〉, the field is unchanged and thus the coherent
state remains a coherent state. Then, the no-jump evolution results in

e−(γ /2)δt â† â |α〉
〈α| e−γ δt â† â |α〉 = |α e−γ δt/2〉 (8.8)

for δt small. Thus it appears that the coherent state, the state we already know
to be very much a classical state, remains coherent in spite of the dissipative
interaction although the amplitude of the state undergoes an exponential decay.

On the other hand, suppose the cavity field has been prepared in, say, the even
cat state

|ψe〉 = Ne (|α〉 + |−α〉) , (8.9)

as discussed in Chapter 7. The occurrence of a quantum jump has the following
effect:

â (|α〉 + |−α〉) = α (|α〉 −|−α〉) .

The emission of a photon by the cavity field converts the even cat state into the
odd cat

|ψo〉 = No (|α〉 −|−α〉) . (8.10)

The abrupt transition of an even cat state to an odd cat state is sometimes referred
to as a “jumping cat” transition. For a no-jump transition, then the field state
undergoes decay:

exp(−γ δt â†â/2) (|α〉 ± |−α〉) = (|αe−γ δt/2〉 ± |−αe−γ δt/2〉), (8.11)

thus showing that the cat states “shrink” during the intervals of no jumping. The
jumping between the even and the odd cat states is particularly visible in the
behavior of the Wigner function because the interference fringes change sign.
This transformation is seen in going from Fig. 8.3(a) to 8.3(b). Subsequently,
the cat state shrinks under “no jump” evolution in going to Fig. 8.3(c). After
another jump, the interference fringes change sign again as shown in Fig. 8.3(d).
Adding the Wigner functions of the even and odd cat states, as happens during
averaging to describe the ensemble of cavity fields, causes the cancellation of the
interference fringes altogether. The consequence of these uncontrollable jumps,
when ensemble averaged, is the decoherence of a quantum superposition state
into a classical statistical mixture. Decoherence will be addressed further in
Section 8.5.
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Fig. 8.3. The Wigner
functions for a “jumping
cat”: (a) is for the initial
even cat state and (b) is
the odd cat obtained after
the first jump. In (c) we
show the Wigner function
shrinking and (d) shows
the result of a second
jump. Notice that the
jumps reverse the sign of
the interference fringes.
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8.4 Shelving and telegraph dynamics in three-level atoms

We now study in slightly more detail how the dynamics of the system determines
the statistics of bright and dark periods. Again assume a three-level system as
shown in Fig. 8.1. Provided the 0 ↔ 1 and 0 ↔ 2 Rabi frequencies are small com-
pared with the decay rates, one finds for the population in the strongly fluorescing
level 1 as a function of time something like the behaviour shown in Fig. 8.3 (we
derive this in detail later in this chapter).

Before we develop detailed theoretical models to describe individual quantum
trajectories (i.e. state evolution conditioned on a particular sequence of observed
events), it is useful to examine how the entire ensemble evolves. This is in line
with the historical development as initially it was tried to find quantum jump
characteristics in the ensemble behaviour of the system. We do this in detail
for the particular three-level V-configuration (shown in Fig. 8.1) appropriate for
Dehmelt’s quantum-jump phenomena. For simplicity, we examine the case of
incoherent excitation. Studies for coherent excitation using Bloch equations can
be found [15]. But for our purposes, the following Einstein rate equations for the
elements of the atomic density operator demonstrate the key effects [16]:

dρ11

d t
= − (A1 + B1W1) ρ11 + B1W1ρ00,

dρ22

d t
= − (A2 + B2W2) ρ22 + B2W2ρ00,

dρ00

d t
= − (B1W1 + B2W2) ρ00 + (A1 + B1W1) ρ11 + (A2 + B2W2) ρ22, (8.12)

where Ai , Bi are the Einstein A and B coefficients for the relevant sponta-
neous and induced transitions, Wi the applied radiation field energy density at
the relevant transition frequency, and ρi i is the relative population in state |i〉
where ρ00 + ρ11 + ρ22 = 1 for this closed system. In shelving, we assume that
both B1W1 and A1 are much larger than B2W2 and A2, and furthermore that
B2W2 � A2. The steady-state solutions of these rate equations are straightfor-
ward to obtain, and we find

ρ11 (t → ∞) = B1W1 (A2 + B2W2)

A1 (A2 + 2B2W2) + B1W1 (2A2 + 3B2W2)
,

(8.13)

ρ22 (t → ∞) = B2W2 (A1 + B1W1)

A1 (A2 + 2B2W2) + B1W1 (2A2 + 3B2W2)
.

The expression for ρ00(t → ∞) can be obtained from the relation ρ00 + ρ11 +
ρ22 = 1, which must hold at all times. Now if the allowed 0 ↔ 1 transition is
saturated so that B2W2 � A2 we have

ρ11 (t → ∞) ≈ ρ00 (t → ∞) ≈ A2 + B2W2

2A2 + 3B2W2
, (8.14)



8.4 Shelving and telegraph dynamics in three-level atoms 205

and

ρ22 (t → ∞) ≈ B2W2

2A2 + 3B2W
. (8.15)

Now we see that a small B2W2 transition rate to the shelf state has a major
effect on the dynamics. Note that if the induced rates are much larger than the
spontaneous rates, the steady-state populations are ρ00 = ρ11 = ρ22 = 1/3: the
populations are evenly distributed amongst the constituent states of the transition.
However, the dynamics reveals a different story to that suggested by the steady-
state populations. Again, if the allowed transition is saturated, then the time-
dependent solutions of the excited-state rate equations tell us that for ρ00(0) = 1
we have

ρ11 (t) = B2W2

2 (2A2 + 3B2W2)
e

−(A2+3B2W2/2)t − 1

2
e−(2B1W1+A1+B2W2/2)t

+ A2 + B2W2

2A2 + 3B2W2
(8.16)

and

ρ22(t) = B2W2

2A2 + 3B2W2

{
1 − e−(A2+3B2W2/2)t

}
. (8.17)

Note that these expressions are good only for strong driving of the 0↔1 transition.
For a very long-lived shelf state 2, we see that for saturated transitions (Bi Wi �
Ai )

ρ11(t) ≈ 1

3

{
1 + 1

2

(
e−3B2W2t/2 − 3e−2B1W1t

)}
(8.18)

and

ρ22 (t) ≈ 1

3
{1 − e−3B2W2t }. (8.19)

These innocuous-looking expressions contain a lot of physics. We remember that
state 1 is the strongly fluorescing state. On a time scale short compared with
(B2W2)−1, we see that the populations attain a quasi-steady state appropriate to
the two-level 0 ↔ 1 dynamics, which for strong driving equalizes the populations
in the states 0 and 1:

ρ11 (t, short) ∼ 1

2
{1 − e−2B1W1t } → 1

2
. (8.20)

For truly long times the third, shelving, state makes its effect and in the steady
state for strong driving, the populations will equilibrate equally among the three
levels so that

ρ11 (t, long) ∼ 1

3
(8.21)

as we see qualitatively in Figs. 8.4 and 8.5.
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Fig. 8.4. Time-evolution of the population in the strongly fluorescing level 1 of the
three-level ion shown in Fig. 8.1. The lifetimes γ −1

1 and γ −1
2 are marked on the time

axis. The short-time quasi-steady-state density matrix element is denoted ρ̄11 where
the transition dynamics is three-level like; ρ̄11(∞) is the true three-level steady-state
matrix element; and �ρ11 is the difference between these two. What is crucial here is
the “hump” �ρ11: this is a signature of the telegraphic nature of the fluorescence. As
we saw earlier in the discussion of Eq. (8.3), the change from two-level to three-level
dynamics already gives us a signature of quantum jumps and telegraphic
fluorescence provided we are wise enough to recognize the signs. This figure
illustrates the change from two- to three-level dynamics.

Fig. 8.5. A few periods of bright and dark sequences in the fluorescence intensity I
from a three-level system. The bright periods last on average TB; and the dark
periods Tb. In the mid 1980s when studies of quantum-jump dynamics of
laser-driven three-level atoms began in earnest, a great deal of effort was expended
in determining the relationship between joint probabilities of detection of a photon
at time t and the next or any photon a time τ later. This was addressed in detail by
many physicists (see [3] and references therein).
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8.5 Decoherence

Decoherence, as already mentioned, is the transformation, over time, of a
quantum-mechanical superposition state into a classical statistical mixture as
a result of the quantum system interacting with the “environment”. As a simple
(perhaps even simple-minded) model demonstrating this effect, consider a cavity
field initially prepared in the even cat state of Eq. (8.9). The initial state of the
cavity-field plus environment system is then

|� (0)〉 ∼ (|α〉 +|−α〉) |E〉 , (8.22)

where |E〉 represents the quantum state of the environment. The environment, of
course, consists of many systems and many states; but we are not interested here
in such details. At some later time the system will have evolved [17] to

|� (t)〉 ∼ |β (t)〉 |E1〉 +|−β (t)〉 |E2〉 , (8.23)

where β(t) = α e−γ t/2, as we know from our earlier discussion. We see that the
field state is entangled with states of the environment. The corresponding density
operator is

ρ̂ (t) ∼ [|β (t)〉 |E1〉 + |−β (t)〉 |E2〉] [〈β (t)| 〈E1| + 〈−β (t)| 〈E2|]
= |β (t)〉 〈β (t)| ⊗ |E1〉 〈E1| + |−β (t)〉 〈−β (t)| ⊗ |E2〉 〈E2|

+ |β (t)〉 〈−β (t)| ⊗ |E1〉 〈E2| + |−β (t)〉 〈β (t)| ⊗ |E2〉 〈E1| . (8.24)

Tracing over the states of the environment, and assuming that 〈Ei | E j 〉 = δi, j , we
obtain the reduced density operator of the field as

ρ̂F (t) ∼ Tr Envρ̂ (t) =
∑

i

〈Ei | ρ̂ (t) |Ei 〉

= |β (t)〉 〈β (t)| + |−β (t)〉 〈−β (t)| , (8.25)

a statistical mixture of coherent states. Note that at very long times, we obtain
just the vacuum state |0〉〈0|, again a pure state. The master equation, Eq. (8.7),
brings about the nonunitary evolution that yields the results given by Eq. (8.25)
as we shall now demonstrate.

To be clear that we are studying the case with Ĥ = 0, we rewrite the relevant
master equation as

dρ̂

d t
= γ

2
{2âρ̂ â† − â†âρ̂ − ρ̂ â†â}. (8.26)

Consider first an initial coherent state ρ̂(0) = |α〉〈α|. It is easy to show, by sub-
stitution, that

ρ̂(t) = |α e−γ t/2〉〈α e−γ t/2| (8.27)

is the correct solution. Evidently, under dissipative forces at temperature T = 0 K,
an initial coherent state remains a coherent state but with an exponentially
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decreasing amplitude. The average photon number of the decaying state is given
by

n̄(t) = |α|2 e−γ t (8.28)

and thus the decay time of the field energy is Tdecay = 1/γ. Now let us consider
as initial state the even cat state of Eq. (8.9). The initial field density operator will
be

ρ̂F (0) = |ψe〉 〈ψe| = N 2
e [|α〉 〈α| + |−α〉 〈−α| + |α〉 〈−α| + |α〉 〈−α|] . (8.29)

We recall the normally ordered characteristic function of Eq. (3.128b)

CN(λ, t) = Tr[ρ̂F (t) eλ â†e−λ∗ â]. (8.30)

For ρ̂(t) satisfying Eq.(8.26), the characteristic function satisfies the property
[18, 19]

CN (λ, t) = CN(λ e−κ t/2, 0). (8.31)

Thus by a simple comparison, we may deduce the solution

ρ̂F(t) = N 2
e {|α e−γ t/2〉〈α e−γ t/2| + |−α e−γ t/2〉〈−α e−γ t/2|

+e−2|α|2(1−e−γ t )[|α e−γ t/2〉〈−α e−γ t/2| + |−α e−γ t/2〉〈α e−γ t/2|]}. (8.32)

The energy decays at the same rate as for a coherent state, but there is another quan-
tity that is now undergoing a decay, namely the quantity exp[−2|α|2(1 − e−γ t )]
that multiplies the “coherences”, or the “off-diagonal” terms |±β〉〈∓β|. For short
times we may expand to yield exp[−2|α|2(1 − e−γ t )] ≈ exp[−2γ t |α|2] from
which we obtain the decoherence time Tdecoh = 1/(2γ |α|2) = Tdecay/(2|α|2). This
is the characteristic time over which the coherences tend to vanish. Note that the
coherences decay faster than the energy as long as |α|2 is sufficiently high.

In Fig. 8.6 we follow the evolution of the Wigner function for an even cat state.
At sufficiently long time, the interference fringes disappear while the Gaussians
associated with each of the coherent state components of the original super-
position remain distinct, though at very long times these two merge to form the
Wigner function of the vacuum.

For more details on the phenomenon of decoherence, the reader should consult
a recent article by Zurek [20] and the many references therein.

8.6 Generation of coherent states from decoherence:
optical balance

In this chapter we have shown how dissipative effects tend to destroy the quantum
coherence inherent in quantum superposition effects. It may therefore come as a
bit of surprise to learn that, under some circumstances, quantum coherence can
be created by dissipative effects. If we look at the master equation of Eq. (8.7),
we see that both unitary and nonunitary evolutionary terms are present, the former
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being the term with the commutation and the latter the dissipative terms, which
are nonlinear in the annihilation and creation operators and associated with inco-
herent losses. These interactions are in competition with each other and thus it
becomes possible that a system might evolve, as t → ∞, into some state other
than the vacuum. This condition just described is known as “optical balance” and
we demonstrate it by assuming that a pumped single-mode field, described by the
interaction Hamiltonian

ĤI = hG(â + â†), (8.33)

where G represents the strength of the classical pump field, is propagating in
a photon-absorbing medium where the photon absorption is described by the
dissipative terms in Eq. (8.7). Thus our master equation becomes

dρ̂

d t
= −i G[â + â†, ρ̂] + γ

2
{2âρ̂ â† − â†âρ̂ − ρ̂ â†â}. (8.34)

We introduce the new operator b̂ = â + i G/γ so that we may rewrite the previous
equation suggestively as

dρ̂

d t
= −γ

2
{2b̂ρ̂ b̂† − b̂†b̂ρ̂ − ρ̂ b̂†b̂}. (8.35)

In the steady state we have dρ̂/dt = 0 and thus it follows that we must have
b̂ρ̂ = 0 = ρ̂ b̂†, which in turn means that(

â + iG

γ

)
ρ̂ = 0 = ρ̂

(
â† − iG

γ

)
. (8.36)

These last equations are solved by

ρ̂ = |α〉 〈α| where α = −i G/γ. (8.37)

Thus competing coherent and incoherent processes lead to coherent states in the
steady-state regime [21]. Note that if the initial state is a vacuum state, ρ̂(0) =
|0〉〈0|, then at times short enough to ignore the effects of dissipation, the evolution
will be unitary and will also bring about a coherent state:

ρ̂ (t) ≈ e−iGt(â+â†)ρ̂(0)eiGt(â+â†)

= D̂ (−i G t) |0〉 〈0| D̂† (−i G t)

= |−i G t〉 〈−i G t | , (8.38)

valid for times t very short.

8.7 Conclusions

In this chapter we have shown how quantum optics can address the interesting
question of how one may understand the dynamics of single quantum systems.
In current work on quantum computing, such questions are at the heart of how
we can address, manipulate and read out the state of quantum systems.
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Problems

1. Consider a cavity field initially in a number state |n〉. Describe what happens to this

state during the various steps of the quantum jump algorithm.

2. Suppose the cavity field is prepared in the superposition state (|0〉 + |10〉)/√2. What

is the average photon number for this state? Suppose now that a quantum jump occurs.

What is the average number of photons in the field now that a single photon has been

emitted? Does the result make any sense?

3. Obtain a set of coupled first-order differential equations for the elements of the density

matrix for the density operator satisfying the master equation of Eq. (8.26).

4. Solve these equations, numerically if necessary, if the initial state of the system is the

number state |5〉. Obtain the Wigner function, making 3-D plots, for the field state at

various stages in the evolution.

5. Perform a numerical integration of the master equation for the case of an initial even

cat state with |α|2 = 2. As the state evolves, monitor (i.e. plot) Trρ̂(t) vs. time to check

that it maintains a value of unity (a good way to check on the numerics), and monitor

Trρ̂2(t) as a measure of decoherence.

6. Show that the solution to the master equation of Eq. (8.26) can be given in iterative

form as [22]

ρmn (t) = exp

(
−γ t (m + n)

2

) ∑
l

(
(m + l)! (n + l)!

m!n!

)1/2

× (1 − exp (−γ t))l

l!
ρm+l,n+l (0) , (8.39)

where the ρmn = 〈m|ρ̂|n〉.
7. Use the iterative method to obtain the exact solutions of the master equation for initial

coherent states and even cat states, in agreement with the above solutions.

8. Numerically integrate the master equation of Eq. (8.34) assuming the field initially in a

vacuum state. Verify numerically in some way the existence of coherent states for both

short-time and steady-state regimes. Also address the question of whether or not the

evolving state is always a coherent state. Is it a pure state at all times?
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Chapter 9
Optical test of quantum mechanics

Over the past three decades or so, experiments of the type called Gedanken have
become real. Recall the Schrödinger quote from Chapter 8: “. . . we never exper-
iment with just one electron or atom or (small) molecule.” This is no longer
true. We can do experiments involving single atoms or molecules and even on
single photons, and thus it becomes possible to demonstrate that the “ridiculous
consequences” alluded to by Schrödinger are, in fact, quite real. We have already
discussed some examples of single-photon experiments in Chapter 6, and in
Chapter 10 we shall discuss experiments performed with single atoms and single
trapped ions. In the present chapter, we shall elaborate further on experimental
tests of fundamentals of quantum mechanics involving a small number of photons.
By fundamental tests we mean tests of quantum mechanics against the predic-
tions of local realistic theories (i.e. hidden variable theories). Specifically, we
discuss optical experiments demonstrating violations of Bell’s inequalities, viola-
tions originally discussed by Bell in the context of two spin-one-half particles [1].
Such violations, if observed experimentally, falsify local realistic hidden-variable
theories. Locality refers to the notion, familiar in classical physics, that there can-
not be a causal relationship between events with space-like separations. That is,
the events cannot be connected by any signal moving at, or less than, the speed
of light; i.e. the events are outside the light-cone. But in quantum mechanics,
it appears that nonlocal effects, effects seemly violating the classical notion of
locality in a certain restricted sense, are possible. For example, the fact that a mea-
surement on one part of an entangled system seems to instantaneously project
the other part of the system into a particular state, even though the parts may be
widely separated, is a nonlocal quantum effect. “Realism” in the context of hidden
variable theories means that a quantum system has objectively definite attributes
(quantum numbers) for all observables at all times. For example, a particle with
spin + 1/2 along the z-direction is known to be in a superposition state with spin
± 1/2 along the x-direction. The standard Copenhagen interpretation of quan-
tum mechanics holds that the particle’s spin along the x-direction is objectively
indefinite, i.e. has no particular value of spin as a matter of principle until a mea-
surement reduces the state vector to one of the possible states in the superposition.
In a hidden-variable theory, the spin along the x-axis is assumed to be definite,
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though unknown, and the experiment merely reveals the already existing state of
the particle. But there are two types of hidden-variable theory, local and nonlocal.
Nonlocal hidden-variable theories of the type considered by Bohm [2] reproduce
the predictions of standard quantum mechanics. But they exhibit nonlocality,
the feature of quantum mechanics that seems to have bothered Einstein even
more than the apparent lack of realism. But local hidden-variable theories do
make predictions different from those of standard quantum theory, and Bell’s the-
orem provides a way to make such tests. In this chapter, we shall discuss optical
tests of local hidden-variable theories using polarization-entangled photons.

In what follows we shall first discuss modern sources of paired and entangled
single-photon states obtained from down-conversion processes (as opposed to the
technique of cascaded emissions from atomic transitions as discussed in Chapter 6).
We then review some one- and two-photon interference experiments, introduce
the notion of the “quantum eraser” in this context, and then discuss an experi-
ment on induced quantum coherence. Next, an experiment on photon tunneling
exhibiting superluminal effects is discussed. Finally we describe two experiments
on tests of Bell’s inequalities, one involving polarization-entangled photons and
a second (Franson’s experiment) based on the time–energy uncertainty relation.

9.1 Photon sources: spontaneous parametric
down-conversion

We have already discussed, in Chapter 7, the generation of nonclassical light via
parametrically driven nonlinear media characterized by a second-order nonlinear
susceptibility χ (2). We focus on the nondegenerate case, and assuming the pump
field to be quantized, the interaction Hamiltonian takes the form

Ĥ I ∼ χ (2)âpâ†
s â

†
i + H.c., (9.1)

where we have altered our notation from Chapter 7 so that now âp is the an-
nihilation operator of the pump beam and â†

s and â†
i are the creation operators of

the “signal” and “idler” beams respectively. The denotations “signal” and “idler”
appear for historical reasons and have no special significance, the choice of beam
labels being somewhat arbitrary. In the simplest case, with the signal and idler
beams initially in vacuum states, a single pump beam photon, typically in the
ultraviolet spectral range, is converted into two optical photons, one in the signal
beam, the other in the idler:

|1〉p |0〉s |0〉i ⇒ âpâ†
s â

†
i |1〉p |0〉s |0〉i = |0〉p |1〉s |1〉i . (9.2)

As the signal and idler modes are initially in vacuum states, the process is “sponta-
neous”. Note that the photons produced in the signal and idler modes are assumed
to be generated simultaneously. That this is the case was demonstrated many years
ago by Burnham and Weinberg [3] who used coincidence counting with detec-
tors arranged to satisfy momentum and energy conservation and to have equal
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Down-conversion crystal 

Signal

Idler

Pump

Pump

Fig. 9.1. Type I down-conversion. Photons from the pump beam are converted into
signal and idler photons that emerge from the crystal along different directions. The
signal and idler photons have identical polarization but orthogonal to that of the
pump. The possible directions form a set of concentric cones. The light from the
different cones is of different colors, typically orange near the center to a deep red at
wider angles. The pump beam is in the ultraviolet.

time delays. The simultaneous production of signal and idler photons is key to
the applications of such parametric sources to the fundamental test of quantum
mechanics to be described. In order for the down-conversion process to go for-
ward however, certain other conditions must be satisfied. Letting ωp, ωs, and ωi

represent the frequencies of the pump, signal, and idler respectively, energy con-
servation requires that

hωp = hωs + hωi. (9.3)

Further, if kp, ks, and ki represent the respective wave numbers, then we must
have, inside the crystal,

hkp ≈ hks + hki, (9.4)

where the ≈ sign appears as the result of an uncertainty given by the reciprocal
of the length of the nonlinear medium [4]. Equations (9.3) and (9.4) are known
as the “phase matching” conditions and they can be attained in certain types of
nonlinear media, such as noncentrosymmetric crystals [5]. Only noncentrosym-
metric crystals have a nonvanishing χ (2). The most commonly used crystals are
KDP (KD2PO4) and BBO (β-BaB2O4). The connection to nonlinear optics is
given in Appendix D.

There are, in fact, two types of SPDC process. In type I, the signal and idler
photons have the same polarization but these are orthogonal to that of the pump.
The interaction Hamiltonian for this process is given by

Ĥ I = hη â†
s â

†
i + H.c., (9.5)

where the parametric approximation has been made and where η ∝ χ (2)Ep,where
Ep is the amplitude of the classical coherent field. The phase-matching condition
of Eq. (9.4) imposes a constraint such that the signal and idler photons (conjugate
photons) must emerge from the crystal on opposite sides of concentric cones
centered on the direction of the pump beam as shown in Fig. 9.1. Evidently there
are an infinite number of ways of selecting the signal and idler beams. Examples
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ks ki

kp

(b)

Fig. 9.2. (a) A
cross-section of the cones
of light emerging from a
type I down-converter.
Like symbols represent
conjugate photons
satisfying the
phase-matching
condition. Note that those
on the middle circle are
degenerate in frequency.
(b) A graphical view of the
phase-matching
condition.

Pump

o-ray

e-ray

Pump

Fig. 9.3. Type II
down-conversion. The
signal and idler photons
have orthogonal
polarizations.
Birefringence effects
cause the photons to be
emitted along two
intersecting cones, one of
the ordinary (o) ray and
the extraordinary (e) ray.

are shown in Fig. 9.2. The Hamiltonian of Eq. (9.5) in practice represents a
particular “post-selection” of the momenta of the output beams.

In type II down-conversion, the signal and idler photons have orthogonal
polarizations. Because of birefringence effects, the generated photons are emitted
along two cones, one for the ordinary (o) wave and another for the extraordinary
(e) wave, as indicated in Fig. 9.3. The intersection of the cones provides a means
for generating polarization-entangled states. We use the notation |V 〉 and |H〉 to
represent vertically and horizontally polarized single-photon states. For photons
that emerge along the intersections of the cones, with photons from other parts
of the cones being excluded by screens with pinholes in front of the intersection
points, there will be an ambiguity as to whether the signal or idler photons will
be vertically or horizontally polarized, as indicated in Fig. 9.4. The Hamiltonian
describing this is given by

Ĥ I = hη
(

â†
Vsâ

†
Hi + â†

Hsâ
†
Vi

)
+ H.c., (9.6)

where the operators â†
Vs, â†

Hs, â†
Vi, and â†

Hi are the creation operators for pho-
tons with vertical and horizontal polarization for the signal and idler beams,
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respectively. Again, this Hamiltonian represents the post-selection obtained by
placing a screen in front of the source with pinholes located just in the regions of
the overlapping beams.

Let us take the initial state of the signal and idler modes to be represented
by |�0〉 = |{0}〉, which is the collective vacuum state for either type I or type II
down-conversion. In either case, the state vector evolves according to

|� (t)〉 = exp (−i t ĤI/h) |�0〉 , (9.7)

which we expand, since ĤI has no explicit time dependence, as

|�(t)〉 ≈ [1 − i t ĤI/h + 1
2 (−i t ĤI/h)2]|�0〉 (9.8)

to second order in time. If we consider the type I SPDC then |�0〉 = |0〉s|0〉i and
we have

|�(t)〉 = (1 − µ2/2)|0〉s|0〉i − iµ|1〉s|1〉i (9.9)

where µ = ηt. This state vector is normalized to first order in µ and we have
dropped the term of order µ2 containing the state |2〉s|2〉i. In the case of type II
SPDC with the initial state |�0〉 = |0〉Vs|0〉Hs|0〉Vi|0〉Hi, we have

|�(t)〉 = (1 − µ2/2)|0〉Vs|0〉Hs|0〉Vi|0〉Hi

−iµ
1√
2

(|1〉Vs|0〉Hs|0〉Vi|1〉Hi + |0〉Vs|1〉Hs|1〉Vi|0〉Hi). (9.10)

We now define the vertically and horizontally polarized vacuum and single photon
states as |0〉 := |0〉V|0〉H, |V 〉 := |1〉V|0〉H, and |H〉 := |0〉V|1〉H, so that we may
write

|�(t)〉 = (1 − µ2/2)|0〉s|0〉i

−iµ(|V 〉s|H〉i + |H〉s|V 〉i).
(9.11)

The state in the second term, which when normalized reads

|�+〉 = 1√
2

(|V 〉s|H〉i + |H〉s|V 〉i), (9.12)

is one member out of a set of four states known as Bell states. The full set of Bell
states is

|�±〉 = 1√
2

(|H〉1|V 〉2 ± |V 〉1|H〉2), (9.13)

|�±〉 = 1√
2

(|H〉1|H〉2 ± |V 〉1|V 〉2). (9.14)

We shall discuss these states, and their implications, in Section 9.6.

e-ray

o-ray

Fig. 9.4. The intersections
of the cones for the o-ray
and the e-ray are the
sources for polarization
entangled light. From
these points it is not
possible to tell from
which beam a photon is
obtained. The
Hamiltonian in Eq. (9.6)
describes the light taken
from both intersections.

9.2 The Hong–Ou–Mandel interferometer

In Chapter 6 we discussed what happens when twin single-photon states are
simultaneously incident at each input port of a 50:50 beam splitter: the photons
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Fig. 9.5. Labeling of the output modes of a 50:50 beam splitter with inputs from the
signal and idler beams of a type I down-converter. If single-photon states
simultaneously fall onto the beam splitter, the output does not contain the term
|1〉1|1〉2, for reasons discussed in Chapter 6.

emerge together in one output beam or the other; no single photons ever emerge in
both beams. Recall that for the input state |1〉s|1〉i one has after the beam splitter
the state

|ψBS〉 = 1√
2

(|2〉1|0〉2 + |0〉1|2〉2), (9.15)

where we have labeled the output modes 1 and 2 in accordance with Fig. 9.5.
Detectors placed at the outputs should never register simultaneous counts. In
fact, one could take the lack of simultaneous counts as an indication that the
photons are incident on the beam splitter simultaneously. The first demonstration
of this effect was by Hong, Ou and Mandel (HOM) in a now-classic experiment
performed in 1987 [6]. In fact, the experiment was designed to measure the time
separation between the two photons striking a beam splitter. A sketch of their
experiment is given in Fig. 9.6. The nonlinear crystal is pumped to produce,
assuming type I down-conversion, twin single-photon states whose beams are
then directed to the input ports of a 50:50 beam splitter. Photon detectors are
placed at the outputs of the beam splitter and the count signals are fed into a
correlator. Changing the position of the beam splitter causes a slight time delay
between the times the photons fall onto the beam splitter. With a slight nonzero
time delay, the photons independently reflect or transmit through the beam splitter
causing both detectors sometimes to fire within a short time of each other. It can
be shown [6] that the rate of coincident detections, Rcoin, has the form

Rcoin ∼
[
1 − e−(�ω)2(τs−τi)

2
]
, (9.16)

DC Correlator
Pump

Signal

Idler

Fig. 9.6. The
Hong–Ou–Mandel
experiment. When the
path lengths are equal, no
coincident counts are
detected.
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zero exactly, owing to the
fact that the beams do not
perfectly overlap at the
beam splitter. (Reprinted
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where �ω is the bandwidth of the light and cτs and cτi are the distances that
the signal and idler photons respectively travel from the down-converter to the
beam splitter. The band width �ω incorporates the reality that the signal and
idler beams are not monochromatic, and its appearance in Eq. (9.16) results
from the assumption that the spectral distribution is Gaussian. Obviously, for
τs − τi = 0 we have Rcoin = 0. The rate of coincidence counts rises to a maximum
for |τs − τi| � τcorr, where τcorr = 1/�ω is the correlation time of the photons.
The correlation time is of the order of a few nanoseconds, which is hard to measure
with conventional techniques as detectors commonly used do not often have short
enough resolving times. But this correlation time can be measured with the HOM
interferometer. The experimental results are plotted in Fig. 9.7, reprinted from
Reference [6]. Plotted here is the number of counts over an interval of 10 min
against the position of the beam splitter (essentially the time separation) with
the solid line representing the theoretical prediction. The experimental data do
not go exactly to the predicted minimum because it is not possible for the beams
precisely to overlap at the beam splitter. From the distribution of the counts, the
correlation time of the two photons can be determined to be ∼100 fs.

9.3 The quantum eraser

In the HOM experiment just described, the fact that the photons are indistin-
guishable is the key to understanding the results. Because type I SPDC is used
as the source, both photons have the same polarization. They may have slightly
different energies but the photon detectors are not really sensitive to the energy
difference. We have not needed to specify the polarization direction of the pho-
tons; it was only important that they be the same. But now suppose, for the sake
of definiteness, we take them to be horizontally polarized (see Fig. 9.8), denoting
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Fig. 9.8. A quantum erasure experiment. The rotator in the idler beam rotated the
polarization of idler photons thus marking them and yielding path information. This
destroys the quantum interference exhibited in the Hong–Ou–Mandel experiment.
Inserting polarizers in the beam after the interferometer restores quantum
interferences.

the twin single-photon states as |H〉s|H〉i. With such an input state to the beam
splitter (assumed to not affect the polarization of the photons), the output state
can be written as i(|2H〉1|0〉2 + |0〉1|2H〉2)/

√
2, where |2H〉 is a state with two

horizontally polarized photons.
Suppose we now place a rotator in, say, the idler beam, such that its polarization

is rotated by the angle θ to the horizontal, as indicated in Fig. 9.9. This transforms
the idler polarization state, to

|θ〉i = |H〉i cos θ + |V 〉i sin θ. (9.17)

The polarization state vector for a photon with polarization orthogonal to this is
given by

|θ⊥〉i = −|H〉i sin θ + |V 〉i cos θ. (9.18)

The input state to the beam splitter is now

θ⊥ V

H

θ

θ

Fig. 9.9. The relationship
between the |θ〉, |θ⊥〉 and
|H 〉, |V 〉 polarization
vectors.

|H〉s|θ〉i = cos θ |H〉s|H〉i + sin θ |H〉s|V 〉i. (9.19)

The output state will be

|ψout(θ )〉 = i√
2

cos θ (|2H〉1|0〉2 + |0〉1|2H〉2)

+ 1√
2

sin θ (|H〉1|V 〉2 − |V 〉1|H〉2), (9.20)

where the terms containing the single-photon states no longer cancel each other
as the photons have different polarizations.∗ If the polarization of the idler beam
is rotated all the way to the vertical, i.e. to θ = π/2, then the output state will be

|ψout(π/2)〉 = |�−〉 = 1√
2

(|H〉1|V 〉2 − |V 〉1|H〉2). (9.21)

* Remember that to include the polarization state of a photon we really must expand the Hilbert

space to write |H〉1 = |1〉H1 |0〉V1 , etc., so that the last term will read (|1〉H1 |0〉V1 |0〉H2 |1〉V2 −
|0〉H1 |1〉V1 |1〉H2 |0〉V2 )/

√
2, which perhaps makes it more apparent why the single-photon states

don’t cancel as before.
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There will now be only coincident counts in the detectors and neither detector,
assuming 100% efficiency, will fire alone. The “marking” of one of the beams
by the rotation of its polarization by 90◦ has the effect of removing photon indis-
tinguishability and thus it is possible to determine the path taken by each of
the photons before the beam splitter. Interestingly, in the scenario discussed, the
photon polarization is never measured. The experimenter need not know the
polarization of the photons; only the counts are measured. Evidently, the interfer-
ence can be destroyed by the mere potential of obtaining which-path information,
even if that information is never known to the experimenter. Now in the case of
one-photon input to a beam splitter, one can observe the particle-like nature of
the photon by placing detectors at the beam splitter outputs, or one can observe
the wave-like nature, with interference effects, by using a Mach–Zehnder inter-
ferometer, as we have discussed in Chapter 6, providing an example of Bohr
complementarity. Usually, it is the loss of coherence engendered by the availabil-
ity of which-path information that is ascribed to the disappearance of interference.
This “decoherence” supposedly renders the state vector into a statistical mixture
where only probabilities, and not probability amplitudes, appear. But in the case
of the two-photon interferometry experiment discussed here, there is no time,
up to the point when the photons are detected, where we do not have a pure
state.

Suppose now that a linear polarizer is placed at an angle θ1 to the horizontal
in front of the detector in output beam 1. The placing of a polarizer followed by
photon detection constitutes a von Neumann projection (see Appendix B) onto
the state vector

|θ1〉1 = |H〉1 cos θ1 + |V 〉1 sin θ1. (9.22)

That is, only photons with polarization state |θ1〉1 will be registered by the detector.
The state of Eq. (9.21) is reduced to the pure state

|ψ, θ1〉 = |θ1〉〈θ1 |ψout(π/2)〉
〈ψout(π/2) | θ1〉〈θ1 |ψout(π/2)〉1/2

= |θ1〉(|V 〉2 cos θ1 − |H〉2 sin θ1) (9.23)

where the photon of mode 2 has a polarization orthogonal to that of the detected
photon (see Eq. (9.18)). Suppose we similarly place a polarizer at the angle θ2

to the horizontal in front of the detector for output beam 2. The probability that
there will be coincident detections of a photon polarized at angle θ1 and another
at θ2 is then

Pcoin = |〈θ1|〈θ2 |ψout(π/2)〉|2

= 1

2
sin2(θ2 − θ1). (9.24)

From this result we see that the dip in the coincident count rate can be revived,
depending on the relative angle of the polarizers. The effect of the polarizers
placed just before the detectors is to erase the information encoded onto one
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Fig. 9.10. Schematic of
the Zou, Wang and
Mandel experiment. The
mode labeled v contains a
vacuum state. B is a beam
stop that can be moved in
and out of the beam e.

of the beams by the rotator. The rotator creates which-path (Welcher-Weg, as it
is often called) information and the polarizers erase it. Notice that the erasure
takes place outside the HOM interferometer, that is, after the beam splitter. The
optical quantum erasure effect has been demonstrated experimentally by Kwiat,
Steinberg and Chiao [7].

9.4 Induced coherence

We now describe and explain another experiment, one that has been described,
quite properly, as “mind boggling”[8], where, again, which-path information
destroys interference but now where the mechanism of obtaining such information
is not even in the interfering pathways. The experiment was performed by Zou,
Wang and Mandel [9]. A sketch of the experiment is given in Fig. 9.10. Notice
that without beam stop B blocking the idler of the down-converter DC1, the idler
modes of the two down-converters are aligned.

Qualitatively, here’s what happens. A pump photon from an argon-ion laser
enters beam splitter A and goes to either DC1 or DC2, both assumed to be of type I.
The down-converters, at a very low conversion rate of about γ = 10−6, produce
pairs of photons. With the path lengths adjusted appropriately, and with beam stop
B removed, the detector Di monitoring the aligned idler beams cannot determine
in which crystal down-conversion has occurred (the crystals are transparent). As
a result, interference can be seen in the detector Ds monitoring one of the outputs
of beam splitter C upon which fall the two signal beams. The interference can be
observed by adjusting the path length, or equivalently, the phase ϕ as indicated.
The interference occurs whether the aligned idler beams are monitored or not.
However, if the idler beam of DC1 is blocked, a detection of a photon by Di would
indicate that that photon had to have been generated in DC2, which, in turn, means
that the initial input photon had taken the lower path to DC2. Thus which-path
information is available and the interference at the other detector disappears. The
distinctive feature of this experiment is that idler beams are not even in the paths
leading to interference.

We now try to understand this experiment quantitatively. Using the labeling of
the modes as given in Fig. 9.10, the initial state of the system is |1〉a|0〉v with all
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other modes in vacuum states. The first beam splitter causes the transformation

|1〉a |0〉v → 1√
2

(|1〉b |0〉c + i |0〉b |1〉c) . (9.25)

Now, at DC1 we have |1〉b|0〉d |0〉e → γ |0〉b|1〉d |1〉e and similarly at DC2 we have
|1〉c|0〉h |0〉k → γ |0〉c|1〉h |1〉k so that just after the down-converters we have

|ψDC1,2〉 ∼ γ√
2
|0〉b|0〉c[|1〉d |1〉e|0〉h |0〉k + i |0〉d |0〉e|1〉h |1〉k]. (9.26)

The phase shift in the h beam gives us

|ψPS〉 ∼ γ√
2

|0〉b |0〉c [|1〉d |1〉e |0〉h |0〉k + ieiϕ |0〉d |0〉e |1〉h |1〉k]. (9.27)

The beam splitter at C performs the transformations

|1〉d |0〉h → 1√
2

(|1〉m |0〉l + i |0〉m |1〉l ) ,

|0〉d |1〉h → 1√
2

(|0〉m |1〉l + i |1〉m |0〉l ) ,

(9.28)

so finally we have

|ψout〉 ∼ γ

2
|0〉b |0〉c [|1〉e |0〉k (|1〉m |0〉l + i |0〉m |1〉l )

+ieiϕ |0〉e |1〉k (|0〉m |1〉l + i |1〉m |0〉l )]. (9.29)

Now, if the idler beams are perfectly aligned, modes e and k are identical, and
that mode contains one photon. That is, we can write (|0〉e|1〉k, |1〉e|0〉k) → |1〉k

reflecting the fact that the detector can’t tell which down-converter produced the
photon. Thus, Eq. (9.29) can be written as

|ψout〉 ∼ γ

2
|0〉b|0〉c|1〉k[(1 − eiϕ)|1〉m |0〉l + i(1 + eiϕ)|0〉m |1〉l ]. (9.30)

The factorization of the state |1〉k containing the photon from the aligned idler
beams is crucial to predicting interference in the single photon counts. The prob-
ability amplitude for Ds and Di detecting single photons jointly in modes l and
k, respectively, is then iγ (1 + eiϕ)/2 and the corresponding probability is

P (1l , 1k) ∼ γ 2

2
(1 + cos ϕ) , (9.31)

which clearly contains information on the phase and thus exhibits interference
effects. Actually, because the state |1〉k is factored out in Eq. (9.30), again the
result of the alignment of the e and k beams, we really need not do any detection
at all on the idler beams; all we need do is to perform detection with Ds where
the detection probability for a single photon is

P (1l ) = P (1l , 1k) ∼ γ 2

2
(1 + cos ϕ) . (9.32)

But now suppose we insert the beam stop B, which, in fact, could be just a
mirror reflecting the photon in the e mode away from any detector. In any case,
the idler beams e and k are no longer aligned and thus it is no longer possible to
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factor out the states of these modes in Eq. (9.29). The probability of obtaining
coincident counts by Ds and Di is now

P (1l , 1k) ∼
∣∣∣∣ ieiϕγ

2

∣∣∣∣
2

= γ 2

4
, (9.33)

which contains no interference term. The detection of a photon by Di necessarily
means that the photon was generated by DC2 and thus yields path information.
Other detection combinations are possible, but all the probabilities are the same:

P (1l , 1k) = P (0l , 0k) = P (1l , 0k) = P (0l , 1k) ∼ γ 2

4
. (9.34)

Note that nondetection of a photon by Di also yields which-path information.
Suppose we don’t do any measurement on the k beam: we just remove detector

Di. We shall now obtain no which-path information. Will the quantum interference
revive in the single photon counts by Ds? Detection of a single photon state in the
l mode can be represented by the projection operator |1〉l l〈1|. From Eq. (9.29),
the probability that a single photon is detected in mode l is

P (1l ) = 〈ψout | 1〉l l〈1 | ψout〉 ∼ γ 2

2
, (9.35)

as can easily be checked. But this contains no phase information and hence there
is still no interference in the single-photon counting at detector Ds. Again, the
conventional wisdom is that lack of which-path information is a condition for
quantum interference. It must not be sufficient. Here we have no which-path
information but we have no interference either. This is another example, perhaps
more dramatic than the previous one, demonstrating that it is not necessarily
the possession of which-path information that destroys quantum interference but
rather it is the mere potential of possessing such information.

9.5 Superluminal tunneling of photons

An interesting application of the HOM interferometer is to the measurement
of tunneling times of photons through a barrier. Tunneling, one of the most
striking predictions of quantum mechanics, is, of course, a strictly quantum-
mechanical phenomenon having no classical analog. A perennial question has
been: what is the time, the tunneling time, for a particle to tunnel through a
barrier? The answers to this question have been various over the years and we
do not wish to review the literature on that topic here (but see the reviews in
Reference [10]). But we shall point out that the HOM interferometer can be
used to measure the time for tunneling photons in a manner that would simply
not be possible with ordinary electronic laboratory instruments, these devices
being too slow. The key, again, is that the signal and idler photons are produced
simultaneously.

So consider once again the HOM interferometer but with a tunneling barrier
placed in the signal arm as pictured in Fig. 9.11. In the experiment of Steinberg,
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Fig. 9.11. Experiment on superluminal tunneling of photons. With the barrier placed
in the signal beam, the path length of that beam must be increased in order to bring
back the cancellation of coincident photon counts after the beam splitter.

Kwiat and Chiao [11], the barrier was a one-dimensional photonic band-gap
material consisting of a multilayered dielectric mirror with a thickness of
d = 1.1µm. For a particle traveling at the speed of light c, the traversal time
across the barrier would be d/c = 3.6 fs. Taking into account the index of refrac-
tion, of course, leads to longer traversal time.

Suppose that the HOM interferometer, without the barrier, is balanced such
that there are no coincident counts by the detectors: both signal and idler photons
reach the beam splitter simultaneously. Now we insert the barrier. Naı̈vely, we
might expect that the photon from the idler mode will arrive first at the beam
splitter. But this is another example where naı̈ve intuition fails. If the idler were
to arrive at the beam splitter first, we would expect that we could regain balance (no
coincident counts) by lengthening its path. However, experiments show that it is
the path of the signal that needs to be lengthened indicating that the photon passing
through that barrier arrives at the beam splitter first. In fact, tunneling photons
seem to be traveling at a speed greater than the speed of light, at about 1.7c!

Needless to say, the interpretation of this result has led to some controversy.
The conventional explanation of this effect is as follows. The emission time of
a photon (or the photon pair) is not precisely known. Thus its location is not
precisely known either though one can picture its position as being described
by a Gaussian probability distribution – a Gaussian wave packet. Because of
the correlations between the photons, both will have identical Gaussian wave
packets. But the packet striking the barrier becomes split, the bulk of it being
reflected with a very small part transmitted. Both of these packets describe the
same photon. Most of the time the photon is reflected. The part representing
the tunneling of the photon through the barrier is thought to be, as a result of
pulse reshaping, composed mostly of the front part of the original wave packet.
Thus that section of the wave packet, because of the uncertainty in the time of
the production of the photons, reaches the beam splitter before the centroid of
the packet in the other beam. At no time is any photon moving faster than the
speed of light, and one certainly cannot use this phenomenon for faster-than-light
signaling. However, this explanation has not satisfied everyone and controversy
remains [12]. In Section 9.7 we examine another consequence of the uncertainty
in the time of generation of a pair of photons.
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9.6 Optical test of local realistic theories and Bell’s theorem

We have already shown how the Bell state |�−〉 can be produced from type I
down-conversion by placing a π /2 rotator in one of the beams. The other Bell
states can be generated as well via down-conversion in some form. For example,
one can stack two type I down-converters whose optical axes are 90◦ to each
other and pump with photons polarized at 45◦ to the optical axes of the crystals
[13]. This source turns out to be a rather bright source of entangled light. Such
an arrangement can produce the Bell states |�±〉. Type II down-conversion, as
described by the Hamiltonian of Eq. (9.6), can produce any of the four Bell states
[14].

Let us now suppose, to make a definite choice, that we are able to routinely
produce the Bell state

|�−〉 = 1√
2

(|H〉1|V 〉2 − |V 〉1|H〉2) (9.36)

through a down-conversion process. Further, we define, in each of the modes,
polarization states along and orthogonal to the directions θ (for mode 1) and φ

(for mode 2):

|θ〉1 = cos θ |H〉1 + sin θ |V 〉1,

|θ⊥〉1 = − sin θ |H〉1 + cos θ |V 〉1,

|φ〉2 = cos φ|H〉2 + sin φ|V 〉2,

|φ⊥〉2 = − sin φ|H〉2 + cos φ|V 〉2.

(9.37)

In terms of these states we can write

|�−〉 = 1√
2
{(cos θ sin φ − sin θ cos φ)|θ〉1|φ〉2

+(cos θ cos φ + sin θ sin φ)|θ〉1|φ⊥〉2

−(sin θ sin φ + cos θ cos φ)|θ⊥〉1|φ〉2

−(sin θ cos φ − cos θ sin φ)|θ⊥〉1|φ⊥〉2}. (9.38)

For the choice φ = θ this result reduces to

|�−〉 = 1√
2

(|θ〉1|θ⊥〉2 − |θ⊥〉1|θ〉2), (9.39)

demonstrating the rotational invariance of |�−〉. The state |�−〉 is mathematically
equivalent to a singlet spin state, a spin-zero state composed of two spin-one-half
particles. The other Bell states are not rotationally invariant. This property, or the
lack of it, has no bearing on what follows.

We are now in a position to discuss tests of quantum mechanics against the
predictions of local realistic theories through a theorem enunciated 40 years ago
by John Bell [1]. But first we should describe how photon polarization states can
be measured. It is really very simple and requires only a piece of birefringent
(double-refracting) material such as calcite, familiar in classical optics, and pho-
ton detectors. The action of a calcite crystal on an unpolarized light beam is to
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Fig. 9.12. (a) A
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as a calcite crystal splits
an unpolarized beam into
two beams of orthogonal
polarizations. The o-ray is
undeflected while the
e-ray, whose polarization
is orthogonal to that of
the o-ray, is refracted.
(b) In rotating the crystal
about an axis through the
o-ray, the polarizations of
the two beams are still
orthogonal.

⊥

θ⊥

θ

φ
φ

θ

φ

1

1

2

2

DC
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test of Bell’s theorem
using down-converted
photons. The down-
converter could be of type
II or of type I with a
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in one of the beams.

separate the beam into horizontally and vertically polarized beams where the
former, called the ordinary (o) beam (or ray) is along the path of the input beam
and the latter, called the extraordinary (e) beam (ray) emerges along a different
path as illustrated in Fig. 9.12(a). Operationally, the polarization state of a single
photon is determined by observing which beam emits the photon: |H〉 if in the o-
ray and |V 〉 if in the e-ray. If we rotate the calcite crystal about the incident beam,
the o-ray remains unchanged while the e-ray follows the rotation as indicated in
Fig. 9.12(b). For a crystal rotated by an angle θ , single photons emerging in the
o-ray are in the state |θ〉 and those in the e-ray are in the state |θ⊥〉.

Suppose we have prepared a state of the form of Eq. (9.39) and that we now
place calcite crystals in each of the beams in order to do polarization measure-
ments, as indicated in Fig. 9.13. We have assumed that the beams are propagating
in directions such that the calcite measuring devices are widely separated. Ideally,
we need to have the separations great enough so that the measurement events have
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a space-like space-time interval. Assuming this to be the case, and assuming both
calcite crystals are set at an angle θ to the horizontal, here is what will happen.
If the photon in mode 1 is found to be in the polarization state |θ〉1, then the
other photon will be detected in the state |θ⊥〉2, and vice versa. This is, of course,
owing to the strong correlations that exist in the state of Eq. (9.39). But there is
a mystery that goes to the heart of the interpretation of the quantum-mechanical
state vector. Does the state described by Eq. (9.39) mean that, for a given pair
of photons, the polarization of each within the pair is determined at the time of
formation as either |θ〉1|θ⊥〉2 or |θ⊥〉1|θ〉2 and the measurements merely reveal
which; or is it the measurement itself that randomly collapses one of the photons
onto a particular polarization state and somehow forces the other, very distant,
photon into the state with orthogonal polarization? If the latter, it would seem
that some sort of violation of locality must be involved. If the measurements are
performed with a space-like interval, how do the distant photons “know” what
states the detectors must see in order to maintain the correlations apparent in
their two-particle entangled state |�−〉? But there is more mystery. To illustrate
that photon polarization is isomorphic to spin one-half, we may construct the
following operators

∑̂
1

= |θ〉〈θ⊥| + |θ⊥〉〈θ |,∑̂
2

= −i(|θ〉〈θ⊥| − |θ⊥〉〈θ |),∑̂
3

= |θ〉〈θ | − |θ⊥〉〈θ⊥|,

(9.40)

which satisfy the algebra [
∑̂

i ,
∑̂

j ] = 2iεi, j,k
∑̂

k , the same algebra as satisfied
by the Pauli spin operators. Thus the Heisenberg uncertainty principle comes
into play with regard to the components of the polarization. If, for example, the
photon is known to be in the state |θ〉 giving

∑̂
3 the value of 1, then the values of∑̂

1 and
∑̂

2 are undetermined as these operators do not commute with each other
or with

∑̂
3. But in the case of the Bell state of Eq. (9.39), we have the following

situation. If mode 1 is detected in, say, state |θ〉1, then it follows that we can say
with certainty that if a measurement were performed on beam 2 with the calcite
again along θ , the result would be |θ⊥〉2. But if we do no such measurement, can we
conclude that the photon nevertheless must be in the state |θ⊥〉2? If we draw such a
conclusion, i.e. that the photon in mode 2 is in the eigenstate |θ⊥〉2 of that mode’s
“spin” operator

∑̂(2)

3 , then we are free to perform a measurement of, say, the
operator

∑̂(2)

1 , and find the photon in one of the eigenstates of that operator,
which in turn implies a violation of the uncertainty relation as these operators do
not commute.

The conundrum presented by the above discussion was first addressed, in a
slightly different form, by Einstein, Podolsky and Rosen (EPR) in 1935 [15] and
later by Bohm [16] in the context of a spin singlet state, mathematically identical to
polarization states above. We are faced with two problems: the locality problem



9.6 Optical test of local realistic theories and Bell’s theorem 229

and the problem of assigning definite values to observables at all times, the
problem of “realism”, what EPR referred to as the “elements of reality”. The
lack of determinate elements of reality led EPR to the conclusion that quantum
mechanics must be an incomplete theory. Regarding the locality issue, we would
expect a reasonable physical theory to be local. That is, it should not predict
effects having a physical consequence, such as the possibility of superluminal
signaling. As for the latter, classical-like reasoning might suggest the existence
of “hidden variables” which supplement, and complete, quantum mechanics. In
1952, Bohm [2] proposed a hidden variable theory that reproduced all the results
of quantum mechanics. But it was nonlocal. Bell, in 1964 [1], was able to show
that local hidden variable theories make predictions that differ from those of
quantum mechanics and thus provide a way to falsify either quantum mechanics
or local hidden variable theories.

To see how this comes about, we follow Bell and define the correlation function

C (θ, φ) = Average [A (θ ) B (φ)] , (9.41)

where the average is taken over a large number of experimental runs. The quantity
where A(θ ) = +1 if photon 1 comes out in the o-beam (i.e. it is in the state
|θ〉1) and –1 if it comes out in the e-beam (the state |θ⊥〉1). A similar definition
holds for B(φ) with regard to photon 2. As for the product A(θ )B(φ), it has
the value +1 for the outcome pairs |θ〉1|φ〉2 and |θ⊥〉1|φ⊥〉2 and –1 for the pairs
|θ〉1|φ⊥〉2 and |θ⊥〉1|φ〉2. The average then must be

C(θ, φ) = Pr(|θ〉1|φ〉2) + Pr(|θ⊥〉1|φ⊥〉2)

− Pr(|θ〉1|φ⊥〉2) − Pr(|θ⊥〉1|φ〉2), (9.42)

where Pr(|θ〉1|φ〉2) is the probability of getting the outcomes |θ〉1|φ〉2, etc. For
the state |�−〉 of Eq. (9.38) we can read off the probability amplitudes and then
square them to obtain, after a bit of manipulation,

C(θ, φ) = − cos[2(θ − φ)]. (9.43)

The same result is obtained from the expectation value

C(θ, φ) = 〈�−|
∑̂(1)

3
(θ )

∑̂(2)

3
(φ)|�−〉 = − cos[2(θ − φ)], (9.44)

where ∑̂(1)

3 (θ ) = |θ〉11〈θ | − |θ⊥〉11〈θ⊥|,
∑̂(2)

3 (φ) = |φ〉22〈φ| − |φ⊥〉22〈φ⊥|,
(9.45)

are the “spin” projections along a fictitious “3” axis. Clearly these operators have
as eigenvalues the numbers specified above for the values of A(θ ) and B(φ). Thus
the correlation function of Eq. (9.43) is a straightforward quantum mechanical
prediction.

To incorporate locality, we assume the existence of hidden variables, denoted
λ, whose role is to determine the correlation between the photons in a pair when
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they are created. The variables can vary randomly from one run of the experiment
to the next but the values of A(θ ) and B(φ) must depend on the hidden variables
for a given run. Thus we should write these now as A(θ, λ) and B(φ, λ), where
we still have A(θ, λ) = ±1 and B(φ, λ) = ±1. According to the principle of
locality, the result of a measurement on one photon cannot depend on the angle
setting of the calcite for the measurement of the other, and vice versa. For this
reason we exclude functions of the form A(θ, φ, λ) and B(θ, φ, λ). We assume
that for a large number of runs of the experiment, ρ(λ) represents the probability
distribution of the hidden variables λ such that∫

ρ (λ) dλ = 1. (9.46)

Thus for the local hidden-variable theory the correlation function will be

CHV (θ, φ) =
∫

A (θ, λ)B (φ, λ) ρ (λ) dλ. (9.47)

We must determine whether or not this expression is consistent with the quantum-
mechanical expression in Eq. (9.43). To this end, we need the following simple
mathematical result: if X1, X ′

1, X2, X ′
2 = ±1, then we have

S = X1 X2 + X1 X ′
2 + X ′

1 X2 − X ′
1 X ′

2

= X1(X2 + X ′
2) + X ′

1(X2 − X ′
2) = ±2, (9.48)

as can be easily checked. If we set X1 = A(θ, λ), X ′
1 = A(θ ′, λ),

X2 = B(φ, λ), and X ′
2 = B(φ′, λ), multiply by ρ(λ) and integrate over λ,

we obtain

− 2 ≤ CHV(θ, φ) + CHV(θ ′, φ) + CHV(θ ′, φ) − CHV(θ ′, φ′) ≤ +2. (9.49)

This is a Bell inequality in the form given by Clauser, Horne, Shimony
and Holt [17], the CHSH inequality for short. If we set θ = 0, θ ′ = π/4,

φ = π/8, and φ′ = −π/8, we find from the quantum mechanical correlation
function of Eq. (9.43) that

S = C(θ, φ) + C(θ ′, φ) + C(θ ′, φ) − C(θ ′, φ′) = 2
√

2, (9.50)

a result clearly outside the bounds placed by the inequality of Eq. (9.49) obtained
from local hidden-variable theory. This violation of the CHSH inequality means
that the quantum-mechanical result cannot be explained by any local hidden-
variable theory. Of course, experiment must be the final arbiter in this matter.

Experimental tests of inequalities of the Bell type with polarized light gener-
ated from atomic J = 0 → 1 → 0 cascade transitions in calcium began in the
early 1970s with the experiment of Freedman and Clauser [18], culminating in
the experiments of Aspect et al. in 1982 [19,20]. In the Aspect experiments,
the polarization analyzers were rotated while the photons were in flight. Subse-
quently, and independently, Ou and Mandel [21] and Shih and Alley [22] per-
formed the first test using down-conversion as a source of polarization-entangled
photons.
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Most of the experiments exhibit violations of the inequalities tested, but not
without certain supplementary assumptions being used in the data analysis. In
any real experiment done with photons, one must take into account the fact that
the detector efficiency, which we represent by ηdet, is never at the ideal, ηdet = 1,

although we assumed the contrary in deriving our results. For the nonideal case,
Eq. (9.43) should be replaced by

C (θ, φ) = −η2
det cos [2 (θ − φ)] . (9.51)

This comes about because each term in Eq. (9.42) is multiplied by η2
det which, in

turn, is the result of the fact that each term is a joint probability of two measure-
ments where a factor of ηdet appears from each of the measurements. Thus, from
Eq. (9.51), we must now have S = η2

det2
√

2. Recalling that Bell’s inequality is
violated whenever S > 2, it is evident that we must place the constraint on the
detector efficiency as ηdet > 1/

4
√

2 ≈ 0.84 in order to obtain a violation.
With inefficient detectors, not all photon pairs will register counts. In a practical

experiment it is necessary to introduce an untestable supplementary assumption.
The assumption is that the detectors perform a fair sampling of the ensemble
of all events. That is, that those events for which both photons are detected are
representative of the entire ensemble. We thus redefine the correlation function
according to

C (θ, φ) = Average [A (θ ) B (φ)]

Average [N1 N2]
(9.52)

where N1 is the total number of photons detected in beam 1 (in any given run,
N1 = 0 or 1) with a similar definition for N2, where

Average[N1 N2] = Pr(θ, φ) + Pr(θ⊥, φ⊥)

+ Pr(θ, φ⊥) + Pr(θ⊥, φ). (9.53)

Because both numerator and denominator are proportional to the factor η2
det, the

correlation function will be independent of it. With this fair sampling assump-
tion, the CHSH for of Bell’s inequality will be violated according to quantum
mechanics for detectors of any efficiency.

Our description of these experiments is, of course, considerably oversimplified.
Nevertheless, the experiments, or experiments like them, are not too complicated
to be done, at modest expense, even in an undergraduate laboratory setting.
Dehlinger and Mitchell [23] have described an apparatus for the generation of
polarization-entangled states that may be used to demonstrate the violation of
Bell’s inequalities in the undergraduate laboratory. Their approach is to use two
face-to-face type I BBO down-converters, where the second is rotated by 90◦

around the normal to the first. The crystals are pumped by a beam of 45◦ polarized
light obtained from a diode laser. This arrangement produces an entangled state
of the form

|�+〉 = 1√
2

(|H〉1|H〉2 + |V 〉1|V 〉2). (9.54)
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Fig. 9.14. Schematic for
Franson’s experiment.
The path lengths of the
interferometer are
adjustable as indicated.

The two-crystal scheme described is an efficient method of generating polariza-
tion states and was first used by Kwiat et al. [24]. Their results violated Bell’s
inequality by 21 standard deviations.

Not all experiments demonstrating a violation of a Bell-type inequality
using down-converted light have involved polarization entanglement. Rarity and
Tapster [25] have done experiments with momentum entanglement of the beams.
Another, proposed by Franson [26], involves time–energy uncertainty. We now
discuss this experiment.

9.7 Franson’s experiment

Consider the experimental setup pictured in Fig. 9.14. A pair of photons, sig-
nal and idler, is simultaneously produced by the down-converter and directed
toward the interferometers. There is no single-photon interference inside a single
interferometer as the photon coherence lengths are much shorter than the differ-
ences between path lengths of the arms of the interferometers. However, there
is two-photon interference in the coincidence detection between the detectors
D1 and D2. To see how this comes about, consider the following. To reach the
detectors, the photons can both take the short paths (S, S), both take the long
paths (L, L), the short–long (S, L) or the long–short (L, S) paths. The first two
cases are indistinguishable as we do not know when the photons are created. Both
detectors will tend to fire simultaneously, assuming identical path lengths in the
two interferometers. The last two cases are distinguishable because of the delay
between the “clicking” of the two detectors, the detector of the photon taking
the short path will “click” first. So, the last two cases are distinguishable from
each other and from the first two cases in which the detectors “click” simul-
taneously. Under experimental conditions, the fast electronics of the correlator
can be set for a sufficiently narrow timing window such that counts from the
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two distinguishable processes are rejected. This has the effect of post-selecting
(reducing) the two-photon output state to be

|ψ〉 = 1

2
(|S〉1|S〉2 + ei�|L1〉1|L2〉2), (9.55)

evidently another form of Bell state, where we have assumed that S1 = S2 = S
but that L1 and L2 can be adjusted as indicated in Fig. 9.14. The phase �, the
relative phase between the (S, S) and (L , L) processes, is the sum of the relative
phases acquired by the individual photons:

� = ωs� L1/c + ωi� L2/c

= ωs + ωi

2
(� L1 + � L2) + ωs − ωi

2
(� L1 − � L2)

≈ ωp

2
(� L1 + � L2) (9.56)

valid as � L1 − � L2 is taken to be small compared to the inverse bandwidth
of the signal and idler frequencies ωs and ωi. The frequency ωp = ωs + ωi is, of
course, the frequency of the pump field. If we now use the Feynman dictum of
adding amplitudes associated with indistinguishable processes, the probability
for coincident two-photon detection is

Pcoin = 1

4
|1 + ei�|2 = 1

2
[1 + cos �]

= 1

2

[
1 + cos

(ωp

2
(� L1 + � L2)

)]
. (9.57)

This result exhibits 100% visibility, meaning that the minimum of the probability
of coincident detection is zero. This in turn means that the photons entering
the two interferometers become anti-correlated: if one takes the short path the
other takes the long path, and vice versa. The meaning of the maximum is that
the photons become correlated in the interferometers: either both take the short
path or both take the long. No classical or hidden variable model can predict
a visibility greater that 50%. Fringes of visibility greater than 70.7% violate a
Bell-type inequality. The experiments of Kwiat et al. [27] exhibit a visibility of
80.4±0.6%. Other experimental realizations of the Franson experiment are those
of Ou et al. [28], Brendel et al. [29], and Shih et al. [30].

9.8 Applications of down-converted light to metrology
without absolute standards

Finally in this chapter, we briefly discuss the application of down-converted light
to problems of practical interest. These applications are possible because of the
tight correlations of the photons that are spontaneously emitted during the down-
conversion process as was originally shown by Burnham and Weinberg [3]. The
virtue of using down-converted light is, as we shall see, that measurements can
be performed to yield absolute results without the need of a calibrated standard.
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Fig. 9.15. Schematic for
absolute calibration of a
photon detector.

We first discuss the determination of the absolute calibration of a photon
detector, essentially measuring its absolute quantum efficiency. A schematic of
the measurement is given in Fig. 9.15. Two identical photon detectors are placed in
the outputs of a type I down-converter. We regard detector A as the detector to be
calibrated and detector B as the trigger, though which is which is quite arbitrary.
Because the down-converter creates photons in pairs, coincident photons would
be detected in both arms for ideal detectors. The measurement of the quantum
efficiency is quite simple. Suppose that N is the number of pairs of photons
produced by the down-converter. Whenever detector B fires, the experimenter
checks to see if detector A also fires. Then the fraction of detections by B for
which there is a coincident detection by A is the measured quantum efficiency of
detector A. The method does not require knowledge of the quantum efficiency
of detector B. If there is no detection by B, the experimenter simply disregards
detector A altogether. More quantitatively, if we let the quantum efficiencies of
detectors A and B be represented respectively by ηA and ηB, then the number of
photons detected by each is NA = ηA N and NB = ηB N . The number of coincident
counts will be given by NC = ηAηB N = ηA NB. Thus ηA = NB/NC, which is
obviously independent of the quantum efficiency of detector B. The idea behind
this sort of measurement is implicit in the work of Burnham and Weinberg [3].
Migdall et al. [31] at NIST performed a test of the method in 1995, comparing
the method with a more-conventional method involving a standard, and found
good agreement.

Another metrologic application, the only other one we discuss, is to the mea-
surement of absolute radiance. This application was proposed by Klyshko [32]
and was first demonstrated in the laboratory in 1979 [33]. It is a variation of the
process of spontaneous parametric down-conversion where a light beam whose
radiance is to be measured (the unknown) is aligned to overlap with one of the out-
put beams, say, the signal beam, of the down-converter as indicated in Fig. 9.16.
The setup constitutes a parametric amplifier where the presence of the unknown
input beam stimulates the production of photon pairs (they must always be
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Fig. 9.16. Schematic for
the measurement of
absolute radiance.

produced in pairs) into the output beams. This is indicated in Fig. 9.16 by the
double lines at the outputs. The idea is to monitor the output of the idler beam and
to determine the increase in strength of the radiation in going from spontaneous
down-conversion, where the unknown beam is blocked, to the case of stimulated
down-conversion, when the unknown input beam is unblocked. The ratio of the
strengths of the stimulated and spontaneous output signals yields the radiance of
the unknown beam. No standard is required in such a measurement.

The applications discussed here have not involved entanglement. However,
applications that do involve entanglement, and thus require type II down-
conversion have been proposed. A specific example is the application to ellip-
sometry [34]. For reviews with many references, see the papers listed in the
bibliography.

Problems

1. In the perturbation expansion of Eq. (9.8), in first order the output of a type I down-

converter is the pair state |1〉s|1〉i. (a) Show that, in the second order, the output is the

pair state |2〉s|2〉i. (b) Supposing that the two photons within each of the states, and both

pairs of the photons, simultaneously fall onto the inputs of a 50:50 beam splitter, what

will be the output state? (c) Show that your result does not agree with that which would

be obtained classically using a simple binomial distribution. (d) Devise an experiment

able to discriminate between the quantum mechanical and classical predictions for the

oputput of the beam splitter. (After working through this problem you may wish to

consult a paper by Ou, Rhee and Wang [35].)

2. Derive a CHSH–Bell inequality starting from the Bell state

|�+〉 = 1√
2

(|H〉1|V 〉2 + |V 〉1|H〉2).

3. As mentioned in the text above and in References [23] and [24], by using back-to-back

type I down-converters, where one is rotated by 90◦ around the normal to the other and

where both are pumped by light polarized at 45◦, the Bell state

|�+〉 = 1√
2

(|H〉1|H〉2 + |V 〉1|V 〉2)
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can be produced. Analyse the possible violations of Bell’s inequalities (in the form of

CHSH) with respect to this state.

4. For the state |�−〉, consider the quantity

SBell ≡ |C(θ, φ) − C(θ, φ′)| + |C(θ ′, φ′) + C(θ ′, φ)|.

Show, for a local realistic theory, where we replace C(θ, φ) by CHV(θ, φ), that SBell

≤ 2. Find an example where quantum mechanics violates the inequality. (This is the

inequality originally discussed by Bell.)
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Chapter 10
Experiments in cavity QED and with
trapped ions

In this chapter, we discuss two more experimental realizations of quantum optical
phenomena, namely the interaction of an effective two-level atom with a quantized
electromagnetic field in a high Q microwave cavity, the subject usually referred
to as cavity QED, or sometimes CQED, and in the quantized motion of a trapped
ion. Strictly speaking, these experiments are not optical, but they do realize
interactions of exactly the type that are of interest in quantum optics, namely
the Jaynes–Cummings interaction between a two-level system (an atom) and a
bosonic degree of freedom, a single-mode cavity field in the case of a microwave
cavity, and a vibrational mode of the center-of-mass motion of a trapped ion, the
quanta being phonons in this case. We shall begin with a description of the useful
properties of the so-called Rydberg atoms that are used in the microwave CQED
experiments, proceed to discuss some general considerations of the radiative
behavior of atoms in cavities, the CQED realization of the Jaynes–Cummings
model, and then discuss the use of the dispersive, highly off-resonant, version of
the model to generate superpositions of coherent states, i.e. the Schrödinger cat
states of the type discussed in Chapters 7 and 9 for traveling wave optical fields
but this time for a microwave cavity field. Finally, we discuss the realization of
the Jaynes–Cummings interaction in the vibrational motion of a trapped ion.

10.1 Rydberg atoms

A Rydberg atom is an ordinary atom where one of its electrons, usually the
valence electron in an alkali atom, is excited to a state of very high principal
quantum number [1], a Rydberg state. In the experiments to be discussed, the
Rydberg atoms used are those of rubidium with the principal quantum number n
(not to be confused with the photon number of a field state as should be clear by
context) of the valence electron in the vicinity of n ∼ 50. The electronic binding
energy of a Rydberg state is given by

En l = − R

(n − δl )
2 = − R

n∗2 (10.1)
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where n∗ = n − δl and where δl is the “quantum defect” due to the hydrogenic
“core” which corrects for the deviation of the binding potential from a purely
hydrogenic situation. The parameter R is the Rydberg constant having the approxi-
mate value R = 13.6 eV. The quantum defect does depend on the angular momen-
tum quantum number l and has a value of unity for low l states, decreasing for
higher l. As we are interested mainly in the high l where δl is small, we may char-
acterize our Rydberg states with the usual principal quantum number n. States for
which l takes on the highest value allowed for a given n, l = n − 1, and with |m| =
n − 1, where m is the magnetic quantum number, are known as circular Rydberg
states as in the classical limit they describe an electron in a circular orbit [2]. It
is the circular Rydberg states that are used in the CQED experiments. Nussen-
zweig et al. [3] have described how such states may be prepared in the case of
rubidium.

So what are the special properties of circular Rydberg atoms that make them
suitable for CQED experiments? They are numerous. To begin, only one elec-
tric dipole transition is allowed, n ↔ n − 1, |m| ↔ |m| − 1, so that such states
closely approximate a two-level system. The “classical” radius of a Rydberg
atom scales as n2a0, where a0 = 0.5Å is the Bohr radius. For n ∼ 100 the atom
is about the size of a virus. (Rydberg atoms making transitions from states
with principal quantum numbers as high as n ∼ 733 have been observed astro-
physically.) The matrix element of the electric dipole operator between states
between two circular Rydberg states of principal quantum numbers n and n′ for
�n = n − n′ = 1 is

d = 〈n|d̂|n′〉 ∼ qn2a0 (10.2)

where d̂ = q r. For n = 50 we obtain d ∼ 1390 A.U., where q a0 = 1 A.U., a
value for the dipole moment close to 300 times those of typical optical transitions
for low-lying hydrogenic states. The large dipole moments of the circular Rydberg
atoms make them particularly attractive for CQED experiments as their coupling
to a single-mode cavity field can be quite large. For a Rydberg atom in large n
state, the frequency of the radiation emitted in a transition for which �n = 1 is
close to the Bohr orbital frequency itself:

ω0 = En l − En′ l ′

h
� 2R

hn3
. (10.3)

For n ∼ 50, the frequency of the emitted radiation is ν0 = ω0/2π ∼ 36 GHz
which corresponds to a wavelength of λ0 = c/ν0 ∼ 8 mm. This last number gives
a sense of the dimensions required of a cavity to support a standing microwave
field.

The rate of spontaneous emission is given by

� = d2ω3
0

3πε0 hc3
· (10.4)
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Fig. 10.1. Field ionization
of an atomic beam of
highly excited Rydberg
atoms allows for selective
state detection. An electric
field is applied that ramps
up so that the first
detector monitors the
excited-state population
whereas the stronger field
downstream monitors the
more strongly bound
ground state.

Using the previous results for circular Rydberg transitions, d2 ∼ n4 and ω3
0 ∼

n−9, we find that the decay rate for these transitions is

� ∼ �0n−5, (10.5)

where �0 = cα4/a0, α here being the fine-structure constant α = e2/hc ≈
1/137. The rate �0 is that for the usual strongly allowed lower level sponta-
neous emissions (we normally deal with optical transitions) and typically has
an order of magnitude �0 ∼ 109 s−1 with corresponding excited state lifetimes
τ0 = 1/�0 ∼ 10−9s. The circular Rydberg transitions will have a lower sponta-
neous emission rate and longer excited state lifetimes given by τ = 1/� = τ0n5.

For n ∼ 50 we obtain thus τ ∼ 10−1 s, a very long lifetime indeed compared
with the “ordinary” spontaneous emission lifetimes of around τ0 ∼ 10−9 s.

Finally, we discuss the issue of atomic-state detection. For a Rydberg atom, the
electron is typically far from the hydrogenic core and its binding energy is rather
small, so this allows relatively easy ionization by an external applied field. The
electric field normally felt by the electron, with no applied field, from Coulomb’s
law is

ECoulomb ≈ e

4πε0(n2a0)2
, (10.6)

and thus the ionization rate with an applied constant uniform field E ∼ ECoulomb

goes as n−4. The ionization rate of the Rydberg state with principal quantum
number n is smaller than a state with n – 1 by a factor of (1 + 4/n). Though the
difference in the rates for adjacent Rydberg levels is small in comparison with the
case for low-lying levels, it is sufficiently large for state-selective measurements
to be performed by field ionization. The idea is quite simple: one allows the
atom to pass through a set of two ionization detectors, each having different field
strengths (see Fig. 10.1). The atom must first encounter the one with the field
set to detect the higher of two states, say the state with quantum number n. The
second detector has a stronger applied field to detect the state with quantum
number n – 1. The strength of the applied fields must be carefully set so that the
first detector will ionize the atom only if the electron is in the upper level while
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that of the second must be strong enough to ionize the lower. Of course, it is
the detection of the field-ionized electron in one of the detectors that constitutes
selective atomic-state detection.

In summary, circular atomic Rydberg states have the following desirable
properties: (1) the transitions are restricted to other circular states thus setting the
stage for them to act as “two-level” atoms, (2) the dipole moments of the allowed
transitions are large, (3) the states have long lifetimes, and (4) they may be selec-
tively ionized by applied fields to achieve selective atomic state detection.

10.2 Rydberg atom interacting with a cavity field

As we have shown, the wavelengths of the radiation emitted as the result of
transitions between neighboring circular Rydberg states are in the range of a
few millimeters. This is microwave radiation. A Rydberg atom in free space
then should undergo, in addition to spontaneous emissions, stimulated emissions
and absorptions as a result of ambient black-body radiation in the microwave
part of the spectrum. We label an adjacent pair of Rydberg states |e〉 and |g〉,
which typically could correspond to states of principal quantum numbers n =
50 and n = 49, respectively. If UBB(ω) is the black-body energy density then the
probability rate of stimulated absorption to take the atom from |g〉 to |e〉 is given
by [4]

W BB
ge = πd2

ε0 h2
(ea · e)2UBB(ω0), (10.7)

where ea and e are the polarization unit vectors of the atomic dipole and the
radiation field, respectively, and the bar represents an average over all possi-
ble polarization and propagation directions. One can show that (ea · e)2 = 1/3.
Further, for a thermal field in free space, we can write the energy density
as UBB(ω0) = ρfs(ω0)n̄(ω0), where ρfs(ω0) is the mode density of free space,
ρfs(ω0) = ω2

0/(π2c3) (see Eq. (2.75)), and

n̄(ω0) = [exp( hω0/kBT ) − 1]−1. (10.8)

Thus we can write

W BB
ge = B n̄, (10.9)

where

B = d2ω3
0

3πε0 hc3
. (10.10)

The probability rate of stimulated emission from the |e〉 to |g〉 transition is given
by

W BB
eg = B n̄ (ω0) = W BB

ge . (10.11)
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Spontaneous emission from state |e〉 can be taken into account by writing

W BB + SpE
eg = B[n̄ (ω0) + 1]. (10.12)

From Eq. (10.4) we notice that B = �. From this equivalence we can write

� = πd2

3ε0 h2
ρfs (ω0) hω0. (10.13)

If n̄ = 0, the rate of spontaneous emission appears to be related to the vacuum
fluctuations of all the modes around the atom. For a Rydberg transition with
wavelengths in the millimeter range, hω0 � kBT even at room temperatures,
so we may use the Rayleigh–Jeans limit of the Planck radiation law for n̄ ≈
kBT /hω0 � 1 to obtain

W BB
eg ≈ d2ω2

0kBT

3πε0 h2c3
. (10.14)

Because for circular Rydberg states d2 ∼ n4 and ω2
0 ∼ n−6, we have W BB

eg ∼ n−2.

This needs to be compared with the total spontaneous emission rate of the state
|e〉 which is � ∼ n−5. Because W BB

eg /� ∼ n3, the stimulated emission rate due
to the black-body radiation surrounding the atom is much greater than the rate of
spontaneous emission.

The rates W BB
eg and � are essentially irreversible rates: the atom radiates a

photon into a continuum of modes, the photon never to be reabsorbed by the atom.
Our goal has been to obtain the conditions under which the atom–field dynamics
will be reversible. We can do this by placing the atom in a cavity of appropriate
dimensions such that the density of modes is much, much, less than in free space.
Ideally we would wish to have a cavity constructed to support just one mode
with a frequency close to the resonance with the atom transition frequency ω0.

This will reduce the rate of irreversible spontaneous emissions as only one cavity
mode is available into which the atom can radiate. At the same time, we wish to
suppress the transitions due to the presence of black-body radiation of wavelength
corresponding to the atomic transition frequency. For a cavity with walls of low
enough temperature such that hω0 � kBT , we have n̄ ≈ exp(−hω0/kBT ) � 1,

and thus the stimulated transition rate due to thermal photons will be small.
As a simple example of an atom in such a cavity, we consider that case of an

atom in the excited state |e〉 placed in a cavity supporting a single-mode field
at resonance with the atomic transition frequency ω0. We assume that the field
is initially in the vacuum so that our initial state of the atom–field system is
|1〉 = |e〉|0〉. When the atom undergoes a spontaneous emission the system goes
to the state |2〉 = |g〉|1〉. These atom–field states have identical total energies:
E1 = E2 = hω0/2 (at resonance). If there are other interactions involved, the
system would simply oscillate periodically between the states |1〉 and |2〉 at the
vacuum Rabi frequency 	0 = 	(0) = 2λ (see Section 4.5). But there is one other
possibility: the photon could leak out of the cavity before the atom is able to
reabsorb it. No matter how low the temperature of the cavity walls, they interact
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E1 E2

E3

Fig. 10.2. Energy level diagram for the atom–field system. The states |1〉 = |e〉|0〉
and |2〉 = |g〉|1〉 have the same energy and without the loss of a photon the system
oscillates between these two states. But if the photon is lost, the system state
becomes |3〉 = |g〉|0〉 with energy lower by the amount hω0.

with the atom–field system and have two important effects: the energy field decays
as the result of the loss of photons, and there is a decoherence of the quantum
dynamics of the system. So there is a third state that we need to consider in our
description of the interaction of an excited atom with a single-mode cavity field:
the state |3〉 = |g〉|0〉 is decoupled from the reversible dynamics but appears as
the result of the irreversible dynamics associated with losses. State |3〉 has the
energy E3 = −hω0/2, lower than E1 and E2 by the amount hω0 as indicated
in Fig. 10.2. This energy goes into the excitation of the reservoir. The issue of
incoherent losses is the subject of Chapter 8. Here, as there, we will introduce
the appropriate master equation to model the losses.

If we let the interaction Hamiltonian be represented by

ĤI = hλ(â σ̂+ + â† σ̂−) (10.15)

as we did in Chapter 3, then we can write the master equation for the evolution
of the density operator, derived and discussed in Chapter 8, as

dρ̂

d t
= − i

h
[ĤI, ρ̂] − κ

2
(â†âρ̂ + ρ̂â†â) + κ âρ̂â†, (10.16)

where we shall take κ = ω0/Q and where Q is a characteristic quality factor
parameter of the cavity describing the rate of loss. The time Tr = 1/κ is the cavity
relaxation time. For Q very large, the rate of losses will be (desirably) small. With
the states |i〉, i = 1, 2, 3, such that ρi j = 〈i |ρ̂| j〉, Eq. (10.16) is equivalent to the
set of coupled first-order differential equations

dρ11

d t
= i

2
	0 (ρ12 − ρ21) ≡ i

2
	0V,

dρ22

d t
= −ω0

Q
ρ22 − i

2
	0V,

(10.17)
dV

d t
= i	0W − 1

2

(
ω0

Q

)
V,

dρ33

d t
= ω0

Q
ρ22,

where we have set V = ρ12 − ρ21 and W = ρ11 − ρ22. The first three of
these equations are precisely of the form of the Bloch equations famil-
iar from magnetic resonance [5] and of optical resonance with a classical
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Fig. 10.3. Damped excited
state probability for an
atom in a high-Q cavity,
where many vacuum Rabi
oscillations are visible
within a cavity damping
time.

field [6]. We refer to Eqs. (10.17) as “one-photon” Bloch equations although
	0 is the vacuum Rabi frequency. In matrix form, the first three of these read

d

d t


 ρ11

ρ22

V


 =


 0 0 i	0/2

0 −ω0/Q −i	0/2
i	0 −i	0 −ω0/2Q





 ρ11

ρ22

V


 . (10.18)

The initial conditions are ρ11(0) = 1, ρ22(0) = 0, and ρ12(0) = 0. Of course, we
also have ρ33(0) = 0. The eigenvalue problem of the matrix in Eq. (10.18) leads
to the equation (

� + ω0

2Q

) (
�2 + ω0

Q
� + 	2

0

)
= 0 (10.19)

whose solutions are

�0 = − ω0

2Q
,

(10.20)

�± = − ω0

2Q
± ω0

2Q

(
1 − 4	2

0 Q2

ω2
0

)1/2

.

If the cavity decay rate is weak such that ω0/Q < 2	0 then the eigenvalues �±
will be complex and we obtain damped oscillations of frequency 	0 in the proba-
bility of finding the atom in the excited state Pe(t) = ρ11(t) as given in Fig. 10.3.
The oscillations, which here are the vacuum Rabi oscillations, reflect the fact
that the spontaneous emission is reversible for weak field decay. The oscillations
are damped at the rate ω0/2Q. But if there is strong cavity damping such that
ω0/Q > 2	0, the eigenvalues �± are real and so there will now be irreversible
spontaneous emission as indicated in Fig. 10.4. The largest time constant, and
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Fig. 10.4. Decay of
excited state of an atom in
a low-Q cavity, with no
visible Rabi oscillations.
The atom decays at a rate
that depends on the cavity
Q.

thus the smallest eigenvalue in this case is �+, which we may approximate as

�+ � −	2
0 Q

ω0
= −4d2 Q

hε0V
, (10.21)

where the right-hand side has been obtained by using the relations 	0 = 2λ,
λ = dg/h and where g is given by Eq. (4.87), V being the effective mode volume
of the cavity. We have assumed that the atom is sitting near an anti-node of the
standing-wave cavity field such that sin2(kz) ≈ 1. Therefore we may define the
rate of irreversible decay as

�cav = 4d2 Q

hε0V
. (10.22)

Note that the decay rate increases with increasing Q and thus we have a cavity-
enhanced rate of spontaneous emission. If we write the decay rate after the form
in Eq. (10.13) as

�cav = πd2

ε0 h2
ρcav(ω0) hω0 (10.23)

then we find that the number of modes per unit volume of a cavity is

ρcav(ω) = 4Q

πε0V
(10.24)

and thus we have

�cav

�
= 3ρcav(ω)

ρfs(ω)
= 4Qλ3

0

3πε0V
. (10.25)

This result, predicting enhanced spontaneous emission in a cavity, was derived
by Purcell [7] in the context of magnetic resonance. Of course, the result assumes
that the cavity supports a mode of the proper wavelength into which the atom
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Fig. 10.5. Experimental setup for the realization of the Jaynes–Cummings model.
The cavity field is prepared in a coherent state obtained via a waveguide from the
source S, which itself is driven by classical currents. The atoms are prepared in the
excited state, velocity selected, and then directed into the cavity. The selective
ionization detectors yield the statistics for the inversion as a function of interaction
time, which itself is controlled by the velocity selection.

can radiate. But if the cavity is so small that the wavelength λ0 cannot be sup-
ported, spontaneous emission will be inhibited [8], and this has been observed
experimentally [9].

10.3 Experimental realization of the
Jaynes–Cummings model

The experimental realization of cavity-enhanced and reversible transition dynam-
ics have been pioneered by groups at the Max Planck Institute for Quantum Optics
and at the Ecole Normale Supérieure.

In the experiments performed by Haroche and collaborators at l’Ecole Normale
Supérieure (ENS) in Paris, the cavity used consists of a Fabry–Perot resonator
constructed out of superconducting niobium spherical mirrors of diameter 50
mm and radius of curvature 40 mm separated by 27 mm. The measured Q for
the cavity is Q = 3 × 108 though higher values are not out of the question. The
storage time for photons for such a cavity is about 1 ms, shorter than the atomic
decay time for a circular Rydberg atom with n ∼ 50 as estimated above, but much
longer that the atom–field interaction time which, at the speeds atoms are injected
into the cavity, is on the order of a few microseconds. The cavity walls are cooled
to about 1 K, leaving an average of 0.7 microwave photons in the cavity. But this
number can be further reduced by injecting a sequence of ground-state atoms
through the cavity in order to absorb the photons, effectively “cooling” the cavity
further. The procedure reduces the average photon number to 0.1. In Fig. 10.5
we sketch the setup for a typical cavity QED experiment. The microwave cavity,
which is open on the sides to allow the passage of atoms, has attached to it a
source of classical microwaves (a klystron) whose output can be piped into the
cavity to form a coherent state of low amplitude. In addition there are other
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Fig. 10.6. The circular
Rydberg states and their
corresponding transition
frequencies used for the
cavity QED experiments
performed by the Paris
group.

sources of classical resonant microwaves that can be used to manipulate the
atomic states before and after the atom leaves the cavity. These fields essentially
perform Ramsey interferometry [10], as will be demonstrated below, and are thus
referred to as Ramsey fields R1 and R2. The fields have very rapid decay (cavities
of low Q are used with small photon numbers) and thus may be treated classically
as no entanglement is generated [11]. Finally, selective ionization detectors are
placed after the second Ramsey field.

As for the circular Rydberg atoms, the states used are those of princi-
pal quantum numbers n = 49, 50, and 51 which we denote respectively as
| f 〉, |g〉, and |e〉. The energy-level diagram for the atomic states is given in
Fig. 10.6. The transition frequency between the |e〉 ↔ |g〉 transition is 51.1 GHz
and that of the |g〉 ↔ | f 〉 transition is 54.3 GHz. The latter transition frequency
is far enough off-resonance with the cavity field mode such that there are no
transitions between these levels. However, that does not mean that the cavity has
no effect, as we shall see in the next section. The atomic states can be tuned in and
out of resonance with the cavity field by the application of a small static electric
field (a Stark shift) if necessary.

An early experiment designed to observe collapse and revival phenomena in
atom–field interactions in CQED was reported in 1987 by Rempe, Walther and
Klein [12]. This involved a thermal field in a cavity and, indeed, an oscillation
was observed in the atomic-state statistics, but the experiment was not able to
manifest a wide enough range of interaction times to explore collapse and revival.
In 1996, Haroche and collaborators [13] were able to perform an experiment
with the requisite control over the interaction times and, furthermore, were able
to inject quantized coherent cavity fields of up to n̄ = 1.77(±0.15) photons. In
this particular experiment, the cavity used had a relaxation time of Tr = 220 µs
corresponding to a Q = 7 × 107. The relaxation time is longer than the atom–field
interaction times t which range from 40 < t < 90 µs. The corresponding range
of the atomic velocities v is 110 < v < 250 m/s. The results of the experiment



248 Experiments in cavity QED and with trapped ions

Fig. 10.7. The |e〉 to |g〉
transition rates for various
initial cavity field states.
Part(a) is for no injected
field with an average of
0.06(±0.01) thermal
photons, whereas (b), (c)
and (d) are for injected
coherent states with
average photon numbers
0.040(±0.02), 0.85(±0.04),
and 1.77(±0.15)
respectively. (Redrawn
from Reference [13].)

are given in Fig. 10.7, reprinted from Reference [13]. The first (a) shows the
oscillations obtained with no injected field but with a thermal field containing n̄ =
0.06(±0.01) photons. Several oscillations are clearly present. For the coherent
fields of increasing amplitude, collapse followed by a revival is evident. The
largest coherent field used had an average photon number of n̄ = 1.77(±0.15).
(Reprinted with permission.)
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Fig. 10.8. Proposed method for creating an entanglement of two atoms. The first
atom, prepared in the excited state, is velocity selected such that it emits a photon
upon passing through the cavity. Subsequently, the second atom, prepared in the
ground state, is velocity selected to absorb the photon. As a result, both atoms,
though distant, become entangled.

10.4 Creating entangled atoms in CQED

The experimental arrangements used for the CQED experiments described above,
with some modification, can be used to generate entanglement between successive
atoms injected through the cavity. In Fig. 10.8 we show a setup with two atoms
crossing the cavity, where atom 1 is prepared in the excited state with atom 2
initially in the ground state. The cavity field is assumed to be initially in the
vacuum. While the atom is in the cavity, the field and atom evolve according to

|e〉1 |0〉cav → cos (λ t1) |e〉1 |0〉 − i sin (λ t1) |g〉1 |1〉 . (10.26)

If the speed of the atom is chosen such that λ t1 = π/4 then we have

|e〉1 |0〉cav → 1√
2

(|e〉1 |0〉 − i |g〉1 |1〉) . (10.27)

Sending in the second atom we have

|e〉1 |g〉2 |0〉cav → 1√
2

(|e〉1 |g〉2 |0〉 − i |g〉1 |g〉2 |1〉) , (10.28)

and using that

|g〉2 |1〉 → cos (λ t2) |g〉2 |1〉 − i sin(λ t2)|e〉2|0〉, (10.29)

and with the velocity of the second atom chosen so that λ t2 = π/2, we obtain
finally

|e〉1 |g〉2 |0〉cav → ∣∣�+〉 |0〉 , (10.30)

where ∣∣�+〉 = 1√
2

(|e〉1 |g〉2 + |g〉1 |e〉2) (10.31)
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is just one of the maximally correlated Bell states, this time given in terms
of the states of a two-level atom. Using classical resonant fields and selective
ionization detection, one can use such a state to test local realist theories by
seeking violations of Bell’s inequalities. However, as the atom state measurements
are not likely to have space-like separations, this type of test retains a loophole
in regard to the criterion of locality. The generation of entangled atoms via the
method discussed here was proposed by Cirac and Zoller [14]. Experimental
realization was achieved by the Paris group [15].

10.5 Formation of Schrödinger cat states with
dispersive atom–field interactions and decoherence
from the quantum to the classical

In Section 4.8 we discussed the Jaynes–Cummings model in the case of large
detuning. The interaction in that case becomes, as shown in Appendix C, repre-
sented by the effective Hamiltonian

Ĥeff = hχ [σ̂+σ̂− + â†â σ̂3] (10.32)

where σ̂+σ̂− = |e〉〈g | g〉〈e| = |e〉〈e| and σ̂3 = |e〉〈e| − |g〉〈g|. The large detun-
ing is between the cavity-field frequency and the frequency for the |e〉 → |g〉
transition. The lower-level state | f 〉 is, of course, still dynamically disconnected
as it is very far from resonance with the cavity field. If the atomic state |e〉 is not
to become populated, the effective interaction Hamiltonian can be written as

Ĥeff = − hχ â†â |g〉 〈g| . (10.33)

Let us suppose now that the setup pictured in Fig. 10.9 is used where the Ramsey
zone R1, whose field we now take to be resonant with the | f 〉 ↔ |g〉 transition (as
is also assumed to be the case for R2), is used to prepare an atom in a superposition
of the form

|ψatom〉 = 1√
2

(|g〉 + | f 〉) . (10.34)

The atom now enters the cavity, which itself has been prepared in a coherent state
|α〉. Thus the initial state of the atom–field system is

|� (0)〉 = |ψatom〉 |α〉 = 1√
2

(|g〉 + | f 〉) |α〉 . (10.35)

Using the effective Hamiltonian given by 10.33, this state evolves to

|� (t)〉 = exp[−i Ĥefft/h]|�(0)〉 = 1√
2

[|g〉|αeiχ t 〉 + | f 〉|α〉]. (10.36)

We now suppose that in the second Ramsey zone, R2, a classical resonant field
performs the transformations

|g〉 → cos(θ/2)|g〉 + sin(θ/2)| f 〉,
| f 〉 → cos(θ/2)| f 〉 − sin(θ/2)|g〉, (10.37)
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Fig. 10.9. A sketch of the
experiment designed to
generate the Schrödinger
cat states, as discussed in
the text. R1 and R2 are the
Ramsey zones that effect
π/2 pulses on the
|g〉 ↔ | f 〉 transition.

where the Rabi angle θ = 	RT and where 	R is the semiclassical Rabi frequency
and T is the interaction time. Equation (10.36) is transformed into

|�(t), θ〉 = 1√
2

[(cos(θ/2)|g〉 + sin(θ/2)| f 〉)|αeiχ t 〉
+ (cos(θ/2)| f 〉 − sin(θ/2)|g〉)|α〉],

= |g〉 1√
2

[cos(θ/2)|αeiχ t 〉 − sin(θ/2)|α〉]

+ | f 〉 1√
2

[sin(θ/2)|αeiχ t 〉 + cos(θ/2)|α〉]. (10.38)

With the interaction time chosen such that χ t = π , and with the Rabi angle θ

chosen as θ = π/2, we have

|�(π/χ ), π/2〉 = 1

2
[|g〉(|−α〉 − |α〉) + | f 〉(|−α〉 + |α〉)]. (10.39)

With the ionization detectors set to detect the states |g〉 and | f 〉, a detection of
| f 〉 projects the cavity field into an even Schrödinger cat state

|ψe〉 = Ne (|α〉 + |−α〉) (10.40)

while if |g〉 is detected the cavity field is projected into the odd cat state

|ψo〉 = No (|α〉 − |−α〉) , (10.41)

states first given in Eqs. (7.115)–(7.117). The atomic velocity required to achieve
the requisite phase shift of χ t = π for generating the even and odd cat states is
about 100 m/s.

The generation of the even and odd cat states, as just discussed, can – in
fact, must – be seen as a consequence of interference. We illustrate this in
Fig. 10.10.The Ramsey zones act as beam splitters, the second effectively creating
ambiguity in the choice of two “paths”.

One of the motivations for creating the Schrödinger cats states was to provide
an opportunity to attempt monitoring the decoherence of a mesoscopic superpo-
sition state into a statistical mixture. If we assume that the atom–field interaction
time is short enough so that dissipative effects can be ignored while the atom is
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Fig. 10.10. A graphical
representation of the
interference involved in
the generation of the
Schrödinger cat states.
The Ramsey zones act like
beam splitters to create
“path” ambiguity. On the
far right, the field states
associated with like
atomic states become
superposed upon
selective atomic state
ionization.

in the cavity, then after the atom exits and is ionized we can take the field state,
now unentangled with the atom, to evolve according to the master equation

dρ̂F

d t
= −κ

2
(â†âρ̂F + ρ̂Fâ†â) + κ âρ̂Fâ†, (10.42)

where we have ĤI = 0 as the atom and the field are no longer interacting and where
we have made the notational replacement γ → κ . As we showed in Chapter 8,
the solution to the master equation for the field initially in an even cat state is

ρ̂F(t) = N 2
e

{
|α e−κ t/2〉〈α e−κ t/2| + |−α e−κ t/2〉〈−α e−κ t/2|

+ e−2|α|2(1−e−κ t )[|α e−κ t/2〉〈−α e−κ t/2| + |−α e−κ t/2〉〈α e−κ t/2|]
}
.

(10.43)

Notice, again, that as t → ∞, the last two terms, the “coherences”, decay faster
than energy itself decays provided that |α|2 is not too small. Under this condi-
tion we find that the initial cat state, a quantum mechanical superposition state,
decoheres into a statistical mixture of coherent states

ρ̂F (t) −−−−−−−−→
t large

1

2
[|β (t)〉 〈β (t)| + |−β (t)〉 〈−β (t)|] (10.44)

where β(t) = α e−κ t/2. Of course, as t → ∞, we obtain the (pure) vacuum state:
ρ̂F(t) −→

t→∞ |0〉〈0|.
How can this decoherence be monitored? Davidovich et al. [16] proposed the

following method: a second atom (2) prepared in the state (|g〉2 + | f 〉2)/
√

2 is
injected into the cavity a time T after the first atom and acts as a quantum “mouse”
to detect the presence of the cat. The new “initial” state, i.e. just before the second
atom is injected is, for the atom–field system,

ρ̂AF(T ) = 1

2
(|g〉2 + | f 〉2)(2〈g| + 2〈 f |)ρ̂F(T ) (10.45)

where ρ̂F(T ) is given by Eq. (10.43). Assuming the velocity of atom 2 is adjusted
so that once again we have χ t2 = π, where t2 is the interaction time of the second
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atom with the cavity field, then the atom–field state just after atom 2 exits the
cavity is given by the density operator

ρ̂AF = 1

2
[|g〉2 2 〈g| ei π â† â ρ̂F (T ) e−i π â† â + | f 〉2 2 〈 f | ρ̂F (T )

+|g〉2 2 〈 f | ei π â† â ρ̂F (T ) + | f 〉2 2 〈g| ρ̂F (T ) e−i π â† â]. (10.46)

The second Ramsey zone performs a π/2-pulse on the atom so that just before
the atom encounters the ionization detectors the density operator takes the form

ρ̂AF(T ) = 1

4
[(|g〉2 + | f 〉2)(2〈g| + 2〈 f |)ei π â† â ρ̂F(T )e−i π â† â

+(−|g〉2 + | f 〉2)(−2〈g| + 2〈 f |)ρ̂F(T )

+(|g〉2 + | f 〉2)(2 − 〈g| + 2〈 f |)ei π â† â ρ̂F(T )

+(−|g〉2 + | f 〉2)(2〈g| + 2〈 f |)ρ̂F(T )e−i π â† â]. (10.47)

The reduced density operator for the atom is found by tracing over the field
according to

ρ̂A (T ) = TrFρ̂AF (T ) , (10.48)

from which we find (the details are left as an exercise) that the probability of
detecting the state |g〉2 is

Pg2 (T ) = 2〈g|ρ̂A (T ) |g〉2 = 1

2

[
1 − e−2|α|2e−κ T + e−2|α|2(1−e−κ T )

1 + e−2|α|2

]
, (10.49)

and the probability of detecting | f 〉2 is

Pf2 (T ) = 2〈 f |ρ̂A (T ) | f 〉2 = 1

2

[
1 + e−2|α|2e−κ T + e−2|α|2(1−e−κ T )

1 + e−2|α|2

]
, (10.50)

where we must have Pf2 (T ) + Pg2 (T ) = 1. Recall that the initial state of the field,
the even cat state, was projected by the detection of the first atom to be in the state
| f 〉. Well, for T = 0 we have that Pf2 (0) = 1, meaning that if there has not yet
been any dissipation of the cavity field, the second atom must also be detected
in the state | f 〉. But for increasing T, the probability of detecting the atom in the
state | f 〉 starts to slide toward 1/2. Thus by increasing the delay time between
the first and second atoms, one can monitor the decoherence of the initial even
cat state into a statistical mixture.

In the preceding, the Ramsey zones were taken to be resonant with the
|g〉 ↔ | f 〉 but where the state | f 〉 was too far from resonance with the cav-
ity field to give rise to any shift or the phase of the field. But suppose now that
the Ramsey zones are tuned resonant with the |e〉 ↔ |g〉 transition and that the
first zone produces the superposition

|ψatom〉 = 1√
2

(|e〉 + |g〉) . (10.51)
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In this case, we must use the full effective interaction Hamiltonian of Eq. (10.32).
With the same initial field state we will have at time t the state

|�(t)〉 = 1√
2

[e−iχ t |e〉|α e−iχ t 〉 + |g〉|α eiχ t 〉] (10.52)

where we notice that the coherent state components are counter-rotating in phase
space. Maximal entanglement will occur at the maximal phase-space separation,
which occurs when χ t = π , giving

|�(π/χ )〉 = 1√
2

[−i |e〉|−i α〉 + |g〉|i α〉]. (10.53)

With the second Ramsey zone effecting the transformations

|e〉 → 1√
2

(|e〉 + |g〉),

|g〉 → 1√
2

(|g〉 − |e〉),
(10.54)

we obtain for arbitrary interaction time t

|�(t), π/2〉 = 1

2
[|e〉(e−iχ t |e−iχ tα〉 − |eiχ tα〉)

+ |g〉(e−iχ t |e−iχ tα〉 + |eiχ tα〉)]. (10.55)

With the detectors set to distinguish between |e〉 and |g〉, state reduction produces
the cavity-field states

|ψ±〉 ∼ e−iχ t |α e−iχ t 〉 ± |α eiχ t 〉. (10.56)

States of exactly this type have, in fact, been generated experimentally and their
decoherence has been observed [17]. However, the atomic velocities were rather
high in this experiment so that phase shifts of χ t = π were not achieved. In fact,
the greatest phase shift achieved was with χ t < π/4. Nevertheless, this, along
with the fact that for the initial coherent state injected into the cavity had an
average photon number n̄ � 10, afforded a large-enough initial separation of the
component coherent states so that observation of the progressive decoherence of
the field state was possible.

10.6 Quantum nondemolition measurement
of photon number

In the standard approach to measurement as discussed in Appendix B, the quantity
being measured is typically destroyed as a result of the measurement. For example,
in the context of quantum optics, if one wishes to measure the photon number of a
quantized field state, the photo-detectors used will absorb photons thus removing
them from the field state. Here we show, in the context of CQED, how photon
number can be measured without the absorption of any photons. This will provide
an example of what is known as a quantum nondemolition (QND) measurement
[18].
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Suppose the cavity field contains a definite, but unknown, number of photons
n. A Rydberg atom is then prepared in a superposition state (|e〉 + |g〉)/√2 and
injected into the cavity. The initial state is thus

|� (0)〉 = 1√
2

(|e〉 + |g〉) |n〉 = 1√
2

(|e〉 |n〉 + |g〉 |n〉) . (10.57)

After a time t, which is the time the atom exits the cavity, the state vector is

|�(t)〉 = exp[−i Ĥefft/ h] |� (0)〉
= 1√

2
[e−i χ t(n+1)|e〉 + ei χ t n|g〉]|n〉. (10.58)

If a Ramsey field subjects the atom to a resonant π/2 pulse, thus effecting the
transformations of Eq. (10.54), then the state vector becomes

|�(t), π/2〉 = 1

2

[
|e〉

(
e−iχ t(n+1) − e+iχ t n

)
+ |g〉

(
e−iχ t(n+1) + e+iχ t n

)
|n

]
. (10.59)

The probabilities of detecting the atom in the excited and ground states respec-
tively are then

Pe (t) = 1

2
{1 + cos [(2n + 1) t]} ,

Pg (t) = 1

2
{1 − cos [(2n + 1) t]} ,

(10.60)

which clearly exhibit oscillations (Ramsey fringes) with time. The frequency of
the oscillations yields the photon number n. Note that there will be oscillations
even when n = 0. These Ramsey fringes have been observed by Brune et al. [19]
for the cases n = 0 and n = 1. The cavity is prepared in a single photon state
by injecting into the cavity an excited atom of appropriate speed with the cavity
tuned into resonance.

10.7 Realization of the Jaynes–Cummings interaction in
the motion of a trapped ion

We conclude this chapter with a discussion of what amounts to a realization of
the Jaynes–Cummings interaction but where the quantized cavity field is replaced
by the vibrational motion of the center-of-mass of a trapped ion. In other words,
the photons are replaced by phonons, the quanta of mechanical vibrations. The
realization of such an interaction is the result of significant advances in the laser
cooling of ions (and neutral atoms) over the past decade. We do not discuss
methods of laser cooling here and we refer the reader to the articles listed in the
bibliography.

We assume that an ion of mass M has been laser cooled and is contained in
some form of electromagnetic trap. Two types of traps are in general use. One is
the Penning trap which uses a combination of a uniform magnetic and quadrupole
electric fields. The other is the Paul trap, also known as the r.f. trap, which uses
radio-frequency electric fields to trap ions. It is, of course, not possible to trap ions
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Fig. 10.11. Sketch of a
linear r.f. Paul trap. The
x-axis is taken to be along
the axis of the trap and
the black dot represents a
single trapped ion. The
smaller figure represents
an end view. Then a
common r.f. field is
applied to the dark
electrodes while the
others are held at
constant electric
potentials.

with static electric fields on account of Earnshaw’s theorem [20]. We shall not go
into the details of the traps (but see Horvath et al. [21]). In a typical experiment
of the type we have in mind involving a single trapped ion, it is the Paul trap that
is used. A sketch of such a device is given in Fig.10.11.

We take as our starting point a two-level ion, with internal electronic energy
levels, usually hyperfine levels, denoted |e〉 and |g〉, contained within the trap.
A laser of frequency ωL, is directed along the axis, denoted the x-axis, of the
trap. This laser field is assumed to be tunable. The trap itself is approximated
as a harmonic oscillator of frequency ν. The value of this frequency is deter-
mined by the various trap parameters. The position of the center-of-mass of
the ion is given by the operator x̂ , which we shall write below in terms of
annihilation and creation operators, respectively â, â†, which are now taken to
be operators that annihilate and create quanta of the vibration motion of the
center-of-mass of the ion, not those of a quantized field. (There are no quantized
radiation fields involved with this problem.) The Hamiltonian for our system is
given by

Ĥ = Ĥ0 + [DE (−) (x̂, t) σ̂− + H.c.], (10.61)

where

Ĥ0 = hω0

2
σ̂3 + hν

(
â†â + 1

2

)
(10.62)

is the interaction-free Hamiltonian and where D is the dipole moment of the
|g〉 ↔ |e〉 transition, and E (−)(x̂, t) is the negative frequency part of the laser
field given by

E (−) (x̂, t) = E0 exp[i(ωLt − kL x̂ + φ)], (10.63)
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E0 is the amplitude of the laser field, kL = 2π/λL the wave vector of the field,
and φ is just some phase. We write the position operator in the usual way as

x̂ =
√

h

2νM

(
â + â†) . (10.64)

Substitution into Eq. (10.63) yields

E (−) (x̂, t) = E0ei(φ+ωLt)e−i η(â+â†), (10.65)

where η ≡ kL( h/2νM)1/2 is the so-called Lamb–Dicke parameter. This parame-
ter is typically small, η � 1, this range being known as the Lamb–Dicke regime.
In this regime, the vibrational amplitude of the ion is much smaller than the
wavelength of the laser light field. With Û = exp(−i Ĥ0t/h) we now transform
to the interaction picture obtaining the interaction Hamiltonian

ĤI = Û † ĤÛ + i h d Û †

d t Û ,

= DE0ei φei ωLt exp[−i η(â ei νt + â† e−i νt )]σ̂−e−i ω0t + H.c.
(10.66)

as the reader can verify. As η is small, we expand to first order

exp[−i η(â ei νt + â† e−i νt )] ≈ 1 − i η(â ei νt + â† e−i νt ), (10.67)

and thus we have to this order

ĤI ≈ DE0ei φ[ei(ωL−ω0) t − i η(â ei(ωL −ω0+ν) t + â† ei(ωL −ω0−ν) t )]σ̂−

+ H.c. (10.68)

Suppose now that the laser is tuned such that ωL = ω0 + ν. We shall then have

ĤI ≈ DE0ei φ[eiν t − i η(â ei2ν t + â†)]σ̂− + H.c. (10.69)

The terms rotating at frequencies ν and 2ν oscillate very rapidly compared with
the remaining term and average to zero. Dropping these terms (essentially making
a rotating wave approximation) we obtain

ĤI ≈ −i hη 	 ei φ â†σ̂− + H.c., (10.70)

which is the Jaynes–Cummings interaction, where 	 = DE0/h is the Rabi fre-
quency associated with the semiclassical laser–atom interaction. But with regard
to the Jaynes–Cummings interaction, it is important to note that the internal
states of the ion are coupled with the vibrational motion of the its center-of-mass.
Further, note that this interaction is not the only one possible. If the laser is tuned
according to ωL = ω0 − ν we obtain the interaction

ĤI ≈ −i hη 	 ei φ â σ̂− + H.c., (10.71)

which contains the non-energy-conserving interaction of the form â σ̂−. This
interaction is sometimes known as the anti-Jaynes–Cummings model, an inter-
action that simply cannot be realized in the case of an atom interacting with a
quantized field.
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Fig. 10.12. Energy-level
diagram for a trapped ion
showing the side-band
transitions.

By keeping more terms in the expansion (10.67), other higher-order Jaynes–
Cummings type interactions can be generated. For example, suppose we retain
terms to second order and set ωL = ω0 ± 2ν. It should be easy to see that the
interactions obtained will be of the form

ĤI ∼ η2â†2σ̂− + H.c., for ωL = ω0 + 2ν,

ĤI ∼ η2â2σ̂− + H.c., for ωL = ω0 − 2ν.
(10.72)

With the laser tuned to the frequencies ωL = ω0 ± l ν, l = 0, 1, 2 . . . , it is evident
that interactions of the form

ĤI ∼ ηl â†l σ̂− + H.c., for ωL = ω0 + l ν,

ĤI ∼ ηl âl σ̂− + H.c., for ωL = ω0 − l ν,
(10.73)

are possible, though ηl for l > 2 may be too small in practice. The frequencies
ωL = ω0 ± l ν are known as the “side-band” frequencies and are illustrated in
Fig. 10.12 for the cases l = 0 and l = 1.

Various kinds of nonclassical motional states of a single trapped ion, and var-
ious types of ion–phonon couplings, have been studied experimentally. Meekhof
et al. [22], in 1996, were able to create thermal, Fock, coherent, and squeezed
states in the motion of a trapped 9Be+ ion initially laser cooled to the zero point
energy. They were able to engineer the Jaynes–Cummings interaction and to
observe the collapse and revival phenomena in this system. In fact, the collapse
and revivals were more pronounced in this system then in the CQED experiment
realizing the original model of a two-level atom interacting with a single-mode
field [13]. In addition, they were able to construct the anti-Jaynes–Cummings and
the “two-phonon” interactions. In later work [23], this group created Schrödinger
cat-like states consisting of a single trapped ion where the ion was in a superpo-
sition of two Gaussian wave packets separated by a few nanometers – not exactly
a macroscopic separation but still large on an atomic scale, a mesoscopic state.

10.8 Concluding remarks

This chapter has mainly been devoted to cavity quantum electrodynamic realiza-
tions of the interaction of a quantized radiation field with an effective two-level
atom. However, the cavity fields have been taken as microwave fields, not optical
fields. This is because as a practical matter it is easier to realize the two-level
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approximation for the atom by using circular Rydberg states whose transitions are
in the microwave spectrum. The main source of losses in the microwave exper-
iments is the absorption of photons by the walls of the cavity. But cavity QED
within the optical spectrum is also an area of active research. An essential differ-
ence between microwave and optical cavity QED is that in the latter, one must
take into account, assuming the cavity is open, losses from spontaneous emission
to modes external to the cavity. This requires and extra dissipative term in the
master equation where the field operators â and â† are replaced by the atomic
transition operators σ̂− and σ̂+ respectively. The effects of these additional losses
on the collapse and revival phenomenon have been studied by Quang, Knight and
Bužek [24].

Finally, another related problem we have ignored is the case when there is
more than one atom in the cavity. Dicke [25] studied the collective behavior of
a collection of two-level atoms all within a volume V < λ3. The atoms do not
directly interact with each other but they can act collectively though their coupling
to a common field mode. The phenomenon of “superradiance” was predicted
whereby, with a properly prepared state of a collection of N atoms, the atoms
collectively radiate with an intensity proportional to N 2, whereas the intensity
would go only as N if the atoms radiate independently. The extension of the model
to the case of a quantized field was first considered by Tavis and Cummings [26].
The mathematics of the operators describing a collection of N identical two-
level atoms is, as shown originally by Dicke [25], identical to that of the angular
momentum algebra and the collective atomic states may be mapped onto angular
momentum states |J, M〉 where J = N/2. The state |J, −J 〉 = |g〉1|g〉2 . . . |g〉N ,
just the product state of all the atoms with each in the ground state. Similar,
|J, J 〉 = |e〉1|e〉2 . . . |e〉N . The angular momentum states for other values of M,
however, are not product states [27]. Upon this basis it is possible to construct a
set of atomic coherent states [28], also known as the spin coherent states [29],
analogous in some ways to the field coherent states. Consideration of multi-atom
problems is beyond the scope of this book but the interested reader should consult
the references cited and the bibliography.

Problems

1. Justify the claim in Eq. (10.2) that, for adjacent circular Rydberg states of principal

quantum numbers n and n − 1, the dipole moment goes as ∼ n2.

2. Carry through the calculation of the eigenvalues of the matrix in Eq. (10.18).

3. Suppose that an atom prepared in the superposition state

|ψatom〉 = 1√
2

(|e〉 + ei ϕ |g〉), (10.74)

is injected into a cavity whose field is initially in a vacuum state. Obtain the time

evolution for the excited state population assuming both high and low Q cavities. What

is the effect, if any, upon the relative phase ϕ?
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4. For a cavity field initially in a coherent state of average photon number n̄ = 5 and

with the atom initially in the excited state, numerically integrate the set of differential

equations associated with the Jaynes–Cummings model master equation of Eq. (10.16)

for the cases where (a) κ = 0, (b) κ = 0.01λ, and (c) κ = 0.03λ. For each case, plot

the atomic inversion as a function of the scaled time λ t. Also plot the average photon

number as a function of the scaled time. Compare your results with those in References

[30].

5. Consider the cat-like superposition state

|sup〉 ∼ |α eiφ〉 + |α e−iφ〉. (10.75)

Normalize the state. How does the initial, short time, decoherence rate of this state vary

with the angle φ?

6. Investigate the possibility of performing a QND measurement of photon number for

optical fields. Use the cavity QED method described above as a guide and keep in mind

the cross-Kerr interaction described in Chapter 7.

7. For a single trapped ion, obtain the interaction for the case when the laser is tuned to

resonance with the internal states of the ion, the |g〉 ↔ |e〉 transition such that ωL = ω0,

and where terms of second order in η are retained. Further, if the internal state of the

ion is initially the ground state |g〉, and if the center-of-mass motion is prepared in a

coherent state, investigate the evolution of the system. Do the internal and vibrational

degrees of freedom become entangled? (Hint: obtain the dressed states of the effective

interaction Hamiltonian.)
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Chapter 11
Applications of entanglement:
Heisenberg-limited interferometry and
quantum information processing

“All information is physical”, the slogan advocated over many years by Rolf
Landauer of IBM, has recently led to some remarkable changes in the way we view
communications, computing and cryptography. By employing quantum physics,
several objectives that were thought impossible in a classical world have now
proven to be possible. Quantum communications links, for example, become
impossible to eavesdrop without detection. Quantum computers (were they to be
realized) could turn some algorithms that are labelled “difficult” for a classical
machine, no matter how powerful, into ones that become “simple”. The details
of what constitutes “difficult” and what “easy” are the subject of mathematical
complexity theory, but an example here will illustrate the point and the impact
that quantum information processors will have on all of us. The security of many
forms of encryption is predicated on the difficulty of factoring large numbers.
Finding the factors of a 1024-digit number would take longer than the age of the
universe on a computer designed according to the laws of classical physics, and
yet can be done in the blink of an eye on a quantum computer were it to have a
comparable clock speed. But only if we can build one, and that’s the challenge!
No one has yet realized a quantum register of the necessary size, or quantum
gates with the prerequisite accuracy. Yet it is worth the chase, as a quantum
computer with a modest-sized register could out-perform any classical machine.
And in addition, quantum mechanics will allow us to construct a number of novel
nonclassical technologies, some requiring already realizable resources, as we will
see.

Quantum information processing offers a qualitatively different way in which
to think about manipulating information. We may well be forced to adopt this new
way as we exhaust classical resources and push traditional information technology
into the quantum regime. One of Moore’s laws [1], formulated by the founder of
INTEL, using historical data, states that the number of transistors per chip (i.e.
the complexity of computers) grows exponentially with time; more precisely, it
doubles every one and a half years (see Fig. 11.1).

This law has been obeyed almost precisely over the past 30 years. If this
exponential growth is extrapolated into the near future we see that, at the rate
suggested by Moore’s law, a bit of information will be encoded into a single atom

263
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Fig. 11.1. Moore’s law,
plotting historical data of
the number of transistors
within a chip as a function
of date, demonstrating
expanded growth.

by the year 2017. In fact, even before that, by the year 2012, quantum effects
will become very important, so much so that they will have a considerable effect
upon computation, and should no longer be neglected. Not only our theoretical
curiosity, but also technological progress, requires that we study and understand
quantum information processing. But in this chapter we are interested in what
quantum mechanics allows us to do, which is substantially different from what
classical physics allows. The implication of Moore’s law is that there will be
about one electron per transistor by around the year 2017 and that this lone
electron will be confined to a region small enough that it will act as a quantum-
mechanical particle, and not as a classical charged billiard ball. Fortunately, at this
point, quantum physics not only becomes more important in designing classical
computers, but offers a whole new field of quantum computing with an entirely
different mindset.

11.1 The entanglement advantage

We have already discussed in previous chapters, and in Appendix A, the nature
of entanglement and some of its consequences such as the violation of Bell’s
inequalities. Entanglement can loosely be described as a kind of correlation. But
it is quite a bit more than that and, besides, classical systems can also exhibit
correlations. A correlation between two systems is simply the statement that if a
measurement of one system yields the result A then a measurement on the second
system will yield the result B with some probability. Perfect correlation occurs
when the second result is certain, given the outcome of the first. Some readers
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may be familiar with John Bell’s paper “Bertlmann’s Socks and the Nature of
Reality” [2]. Eccentric Professor Bertlmann always wears socks of two different
colours, one of which is always pink. If an observer sees only one of Bertlmann’s
feet and notices a pink sock, then he knows that the other is certainly not pink.
On the other hand, if he observes, say, a green sock, then he knows that the
other is pink. The correlations in this case are entirely of a classical nature and
there is nothing mysterious in this example. Products of spin states of the form
| ↑〉1| ↓〉2 and | ↓〉1| ↑〉2 have obvious correlations and, though the spin states of
each particle are quantum mechanical, the correlations between the states are
purely classical. For Bell states of the form

|�±〉 = 1√
2

(|↑〉1 |↓〉2 ± |↓〉1 |↑〉2) , (11.1)

there are also classical-like correlations in the sense that a measurement of the
z-component of the spin of one particle also determines the outcome of a measure-
ment of the z-component of the spin of the other, although in the case of the Bell
states there is an element of probability involved: 50% of the experimental runs
give | ↑〉1| ↓〉2 and 50% | ↓〉1| ↑〉2 and thus outcomes of measurements of spin
along the z-direction are always correlated. But when we consider measurements
of spin along other directions, the product states exhibit no correlations between
measurements on the different particles whereas the Bell states do exhibit certain
kinds of correlations, correlations that lead to violations of Bell-type inequali-
ties. Bell’s inequality, as should be clear from the discussion in Chapter 9, can be
violated only by states that are entangled.

As we have previously said, so far, most (if not all) of the experimental tests of
Bell’s inequalities support quantum mechanics. But entanglement is now viewed
not merely as an esoteric feature of quantum mechanics suitable only for meta-
physical contemplation and tests of local hidden variable theories, but rather it
serves as the basis for a new technology. The strong nonclassical correlations
possessed by entangled states are precisely what we may exploit in a number of
quantum technologies that we now describe.

11.2 Entanglement and interferometric measurements

The key to harnessing the potential of entanglement turns out to be related to
our ability to count the number of particles in a system. We can illustrate this by
considering the problem of quantum-enhanced phase measurement. Let us say
that you wish to determine the phase shift induced by some optical element on a
beam. One way to do this is to put the element into one arm of an interferometer,
and to illuminate the interferometer input. Then a measurement of the difference
photocurrent from two detectors looking at the output ports of the interferometer
will exhibit a sinusoidal fringe pattern as the phase is changed. A particular
phase can be measured by comparing the difference photocurrent with the known
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maximum and minimum photocurrents. The accuracy of this phase measurement
will be set by the photocurrent fluctuations. If the input light is classical, these
will be at the shot noise limit. That is, if the input radiation has a mean photon
number n̄, the accuracy of the phase measurement will be �θ = 1/

√
n̄ as we saw

in Chapter 6.
Phase-measurement accuracy can be improved if nonclassical light is used to

illuminate the interferometer. Recall that when light in a coherent state (classi-
cal light) is injected into an interferometer, the light inside is always describable
by separable states; the states of light along the two beam paths never become
entangled. But now consider the case when exactly one photon is put into each
of the input ports a and b of the interferometer. The state of the system at the

Fig. 11.2. Schematic of
an interferometric
measurement of a
phase shift with twin
single-photon states
as inputs. Parity
measurements must be
performed on one of the
out put beams.

input can be denoted |1〉a|1〉b. After the beam splitter, the system is in an entan-
gled state, (|2〉a|0〉b + |0〉a|2〉b)/

√
2 as given in Eq. (6.17), apart from an irrel-

evant overall phase. If the phase shifter is in the b-arm of the interferometer,
as pictured in Fig.11.2, then just before the second beam splitter, the state is
(|2〉a|0〉b + e2iθ |0〉a|2〉b)/

√
2, and after the second beam splitter the state is

|out〉 = 1

2
√

2
(1 − e2iθ ) (|2〉a |0〉b − |0〉a |2〉b) + i

2
(1 + e2iθ ) |1〉a |1〉b . (11.2)

Now to measure the phase shift we might try to follow the procedure used
in the case of the coherent state input, or even for the case when the input is
|1〉a|0〉b, as we discussed in Chapter 6. In those cases we obtained an oscillatory
function of the phase shift θ. But in the present situation there is a problem. If
we calculate the average photon number in each of the output beams, that is,

〈â†
outâout〉 and 〈 b̂

†
out b̂out〉, we find that they both have a value of unity and do not

depend on θ . Obviously their difference will vanish as well. (Note, though, that
the sum of these averages is 2, the total number of photons involved, as expected.)
So the standard measures to obtain θ won’t work. However, we are free to take a
different observable to measure and the one that seems appropriate is that of the
parity operator (the evenness or oddness of the photon numbers) in just one of
the output beams. Suppose we decide to measure the parity of the output b-mode
[3]. The parity operator of this mode is∏̂

b = (−1) b̂
†

b̂ = exp(i π b̂
†
b̂). (11.3)

The expectation value of this operator with respect to the state of Eq. (11.2) is
easily found to be 〈∏̂

b

〉
=

〈
out

∣∣∣∏̂b

∣∣∣ out
〉
= cos (2θ ) (11.4)

which depends not just on θ but on 2θ . If we once again use the calculus of
error propagation, we will obtain, rather generally, the uncertainty in the phase
measurements as

�θ = �
∏

b

/∣∣∣∣∂ 〈∏̂
b〉

∂θ

∣∣∣∣, (11.5)
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where �
∏

b =
√

1−〈∏̂b〉2 owing to the fact that ∏̂2

b = Î , the identity operator. In our
particular case, we obtain �θ = 1/2. If we compare this result with the optimal
coherent state result for the same average photon number at the input,�θ = 1/

√
2

for n̄ = 2, we see an improvement in the phase sensitivity, the resolution, by a
factor of 1/

√
2. This improvement is the result of the entanglement of the state

inside the interferometer. In fact the state, the state of Eq. (6.17), is a special
type of state known as a maximally entangled state (MES). It is “maximal” in the
sense that it is a superposition of states where all the photons are in one beam
and where they are all in the other and maximizes the correlations between the
modes. A more general form of such a state for a total of N photons is

|ψN 〉MES = 1√
2

(|N 〉a |0〉a + ei�N |0〉a |N 〉a), (11.6)

where �N is some phase that may depend on N. If such states could be gen-
erated, and that’s a big “if ”, one can show that phase resolutions of the exact
form �θ = 1/N will result, an improvement of the optimal coherent state result
with light of equivalent average photon number n̄ = N . This form represents, in
fact, the tightest measure allowed by quantum mechanics for the interferometric
measurement of phase shifts [4], and is referred to as the Heisenberg limit (HL):
�θHL ≡ 1/N .

Of course, the maximally entangled states, sometimes called the NOON states
for what we hope are obvious reasons, must be realized experimentally some-
how. For the case of N = 2, as we have seen, the twin single-photon states at the
input of a 50:50 beam splitter are sufficient to generate the two-photon maximally
entangled state. But for arbitrary N > 2, a beam splitter will not generate max-
imally entangled states. However, a number of schemes have been proposed for
generating such states, some involving various kinds of state-reductive measure-
ments [5] and others involving nonlinear media with giant susceptibilities [6].
However, the necessary parity measurements require photon detectors able to dis-
tinguish photon numbers at the level of a single photon. But detectors with such
resolutions are becoming available as we write [7]. As another tack, instead of
generating maximally entangled states, one could instead feed twin number states
|N 〉a|N 〉b into a Mach–Zehnder interferometer [8]. At the output, the differences
of the average photon numbers vanish as in the case for a maximally entangled
state, but, once again, parity measurements can be performed on one of the output
beams. It has been shown that the Heisenberg limit in the form �θHL = 1/(2N ),
the total number of photons being 2N in this case, is approached as N becomes
large, and is substantially below the standard quantum limit �θSQL = 1/

√
2N

for all N, at least if the phase shift is small [9]. But leaving aside all the details
of these considerations, which are beyond the scope of this book, the essen-
tial point of this discussion is that entanglement is not merely a curiosity, but
does have practical applications; in this case the improvement of interferometric
measurements.
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11.3 Quantum teleportation

Another application of entanglement, this one much more in the context of quan-
tum information processing, is quantum teleportation whereby an unknown quan-
tum state is transferred from one point to another, these points possibly being
widely separated. We wish to emphasize that it is the unknown quantum state
that is to be teleported, not the particle or particles in such states. We shall restrict
ourselves to a simple and rather basic description of teleportation, as originally
given by Bennett et al. [10]. We shall use states denoted |0〉 and |1〉 as usual, but
we will not necessarily think of them in terms of photon number states but rather
as states of some sort of “two-level” system, such as the polarization states of
single photons. Furthermore, in the quantum information business, the symbols
|0〉 and |1〉 and superpositions of these states represent the quantum bits of infor-
mation, the qubits. Qubits are the quantum information theoretic name for the
states of any “two-level” system and a single qubit refers to one system whose
states can be represented, in general, by superpositions of the states |0〉 and |1〉.
Qubits could be realized also by two-level atoms. As this text is concerned in the
main with photons, one might wish to interpret the states |0〉 and |1〉 as vertically
and horizontally polarized states, |V 〉 and |H〉 respectively, but the procedures
described are rather general.

We require two participants in the teleportation procedure (or protocol) usually
given the names Alice (A) and Bob (B). We suppose that Alice is given a photonic
mode in the quantum state |�〉 = c0|0〉 + c1|1〉 and that she wishes to teleport
the state to Bob so that he can re-create it in a photonic mode in his possession.
The state is unknown to Alice, i.e. she does not know the coefficients c0 and c1.
In fact, if she did know, the state the protocol about to be described would be
unnecessary as she could simply convey the information to Bob over a classical
channel (e.g. via telephone). We further suppose that some source of light can
produce an entangled state of the form

|�AB〉 = 1√
2

(|0〉A |0〉B + |1〉A |1〉B) , (11.7)

which is shared between Alice and Bob as indicated by the subscripts. So, Alice
has in her possession the state to be teleported, |ψ〉,and part of the shared state
|�AB〉, whereas Bob has only his part of the shared state, so far. Thus we may
write the total state for Alice and Bob, at this point, as

|�AB〉 : = |ψ〉 |�AB〉 = (c0 |0〉 + c1 |1〉) (|0〉A |0〉B + |1〉A |1〉B)/
√

2. (11.8)

We can expand this as

|�AB〉 = 1√
2

(c0|0〉|0〉A|0〉B + c0|0〉|1〉A|1〉B + c1|1〉|0〉A|0〉B + c1|1〉|1〉A|1〉B)

= 1

2
[|�+〉(c0|0〉B + c1|1〉B) + |�−〉(c0|0〉B − c1|1〉B)

+ |�+〉(c0|1〉B + c1|0〉B) + |�−〉(c0|1〉B − c1|0〉B)], (11.9)
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where we have introduced the Bell states

|�+〉 = 1√
2

(|0〉|0〉A + |1〉|1〉A), (11.10)

|�−〉 = 1√
2

(|0〉|0〉A − |1〉|1〉A), (11.11)

|�+〉 = 1√
2

(|0〉|1〉A + |1〉|0〉A), (11.12)

|�−〉 = 1√
2

(|0〉|1〉A − |1〉|0〉A), (11.13)

which are mutually orthogonal and thus constitute a basis in a four-dimensional
Hilbert space. These states are constructed from the basis states of the unknown
state to be teleported and of that part of the entangled state shared by Alice. Each
Bell state in Eq. (11.9) is correlated with a different superposition of the states
in Bob’s share of the entangled state provided. Perhaps it is important to point
out that nothing physical has happened here yet: we have merely re-written the
direct product of the state to be teleported and the provided, shared, entangled
state. The next step in the protocol is for Alice to perform projective measure-
ments onto the Bell basis. Each of the four Bell states |�±〉, |�±〉 will occur
randomly with an equal probability of 1/4. Suppose Alice obtains the state |�+〉
and that she knows that she has obtained that state. Bob’s photonic system is
then projected onto the state c0|0〉B + c1|1〉B. Over a classical channel Alice then
tells Bob that she has detected the Bell state |�+〉 and thus both know that Bob
already has in possession the teleported state and thus he needs to do nothing.
Note that neither Alice nor Bob knows what that state is. On the other hand, if
Alice reports that she has detected the state |�−〉, then Bob’s system has been
projected onto the state c0|0〉B − c1|1〉B,and he knows that his state differs from
the original by the sign of the second term so that he can perform the transfor-
mation |0〉B → |0〉B, |1〉B → −|1〉B to obtain the original state. If Alice detects
|�+〉, Bob has c0|1〉B + c1|0〉B and he needs to perform the “flip” operation
|1〉B → |0〉B, |0〉B → |1〉B, the equivalent of a logical NOT operation. Finally, if
Alice detects |�−〉 then Bob has (c0|1〉B − c1|0〉B) and must perform the trans-
formation |1〉B → |0〉B, |0〉B → −|1〉B . This completes the description of the
teleportation protocol.

Within the two-dimensional basis (|0〉B, |1〉B), the above operations can be
represented by set of 2 × 2 matrices {I2, σx , σy, σz} where the first is the two-
dimensional identity matrix and the rest are the familiar Pauli matrices, as the
reader can easily check. Finally, notice that at no time did anyone know the original
state being teleported. In the process of performing the Bell state measurements,
this original state is itself destroyed.

Quantum teleportation may seem to have an element of magic to it and, if
so, this is because the state shared by Alice and Bob is entangled. If we tried
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teleporting a state by allowing Alice and Bob to share the statistical mixture

ρ̂AB = 1

2
(|0〉A |0〉B A 〈0| B 〈0| + |1〉A |1〉B A 〈1| B 〈1|) , (11.14)

teleportation would be impossible, as the reader can check. Notice, though, that
the mixed state of Eq. (11.14) does, in fact, exhibit correlations; but these corre-
lations are completely of a classical nature.

Quantum teleportation is not merely a theoretical curiosity but is an experi-
mental reality. The initial experiments teleporting qubit states, where the qubits
were represented by photon polarization states, were performed by groups in
Rome [11] and Innsbruck [12]. Subsequently, a group at Caltech teleported a
state with continuous variables [13], one made from squeezed states.

11.4 Cryptography

Secure communication is an area of great importance as we move into an infor-
mation age. Such communication is built on crypto-systems, whose security is
based on assumptions concerning the computational difficulty of solving various
problems, especially of factoring. An alternative is quantum cryptography, which
is based on a fundamental description of nature, namely quantum mechanics, and
where security is ensured by the nature of measurements in quantum physics.

The rapid rise of electronic communication and commerce has led to increas-
ing concern with the security and authentication of electronic messages. This
is, of course, not a new problem. Since the earliest records of humanity there
has been a need and requirement to pass secrets between different parties. For
millennia communicating parties have devised schemes whereby messages can
be authenticated (the signature) and secured from unauthorized access (cryp-
tography). Modern methods for secure communication always involve the prior
exchange of a random number or binary string, called the key. If the commu-
nicating parties share this number with each other and no one else, messages
can be securely encrypted and decoded. The method, however, is vulnerable
to a third party acquiring access to the key. Quantum mechanics enables two
communicating parties to arrive at a shared secure key and yet be certain that no
eavesdropper has acquired the key. Quantum cryptography will be reviewed in
this section.

Quantum mechanics has the potential to revolutionize information processing
in at least two almost complementary ways. Firstly, if a quantum computer can
be realized, it could be utilized to factor large numbers beyond the capability
of any classical computer. Since (as we will see), the difficulty of factoring
underpins secure classical communication, such a quantum computer threatens
all current cryptographic security. But while quantum mechanics can undermine
cryptographic security, it can also save it. We will show that the basic laws of
quantum mechanics can allow us to construct quantum cryptographic protocols
secure against interception.
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Fig. 11.3. Schematic of a
crypto-system.

This section is structured as follows. We will begin by providing an introduc-
tion to classical private and public key crypto-systems. We will then consider
several of the quantum protocols and their experimental realization in quantum
optics. However, before we proceed further, let us define a few essential terms
and concepts.

� Alice and Bob. Alice is an individual who wants to send a private message to Bob.
� Eve is an eavesdropper who wants to intercept the message sent by Alice to Bob and read

it. We assume that Eve has full access to the communications channel used to transmit

the message.
� Public channel: a communication channel through which information is transmitted

from one endpoint to another. The eavesdropper has full access to all information passed

through this channel.
� Private channel: a secure channel, to which the eavesdropper has no access. It is believed

to be impossible to eavesdrop on information transmitted through this channel. This

channel is often referred to as a trusted channel.
� Key material: a sequence of preferably random numbers known only to Alice and Bob.
� Symmetric algorithm: the symmetric key gets its name from the fact that the encryp-

tion key can be calculated from the decryption key and vice versa. In most cases the

encryption key and decryption key are the same.
� Public key algorithm: the public key algorithms are asymmetric in nature and are

designed such that the key used for encryption is different from the key used for decryp-

tion. Furthermore the decryption key cannot be calculated from the encryption key in a

reasonable amount of time.

11.5 Private key crypto-systems

Until about 1970, all crypto-systems generally operated on a private key principle.
In this situation, the two parties (Alice and Bob) wishing to communicate must
have established a shared key beforehand. If Alice wishes to send a message
to Bob, then Alice encrypts the message with an encoding key. This encrypted
message is then transmitted to Bob in the open (via a public channel). Bob then
uses his decoding key (which was established with Alice beforehand) to decrypt
the transmitted signal and hence receive the original message from Alice, as
indicated in Fig. 11.3.
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One of the earliest examples is the so-called Caesar crypto-system, which
involves translating our normal alphabet into numbers. One simplest mech-
anism is to translate our normal 26 character alphabet (A–Z) into the numerical
equivalents 0 . . . 25 (for instance A = 0, . . . , Z = 25) and add a constant number,
10 say. To perform this operation one can define a function such that

f (x) =
{

x + 10, x < 15
x − 15, x ≥ 15

(11.15)

or in the more compact form

f (x) = x + 10 (mod26) . (11.16)

As an example, consider that Alice wants to send Bob the word “HELLO”. She
begins by translating the word “HELLO” into the numerical equivalents “7 5
11 11 14”. She then applies the above function to get her encrypted message
“17 15 21 21 24” which can be transmitted to Bob over an open channel. Hav-
ing previously established the nature of the encoding, Bob knows the inverse
function f −1(x) and hence decodes the encrypted message “17 15 21 21 24”
to “7 5 11 11 14”. The message is then simply converted back into the word
“HELLO”.

The above protocol requires that effectively both Alice and Bob know the form
of the encoding function (this has to be established previously by some secure
means). Alice uses an encoding function and Bob uses the decoding function
that is the inverse of the encoding function. A more complicated version of the
encoding could be given by

f (x) = ax + b (mod N ) , (11.17)

where a and b are constants. The problem with this kind of encoding is that once
an eavesdropper (Eve) knows the form of the function, then she can simply decode
the message the same way Bob does. If the same encoding is used repeatedly,
then Eve can attack the encoding and it can be broken.

A modification to the encoding scheme proposed above does allow a secure
encryption scheme. A very well known private key crypto-system is the Vernam
cipher (also called the one-time pad). This scheme works by Alice and Bob
initially sharing a secret key string. This must be done privately and securely.
When Alice and Bob want to pass a message, Alice encodes her message by
adding the message and key string together. This is then transmitted over a public
channel to Bob. Bob recovers the message by subtracting the same key string from
the encoded message. The one-time pad is a well-used provably secure private
key crypto-system. As its name indicates, the one-time pad is secure only if the
key material is not reused. In fact, the key material must be at least as large as
the size of the message for absolute security.

One of the major difficulties with the one-time pad is that it requires a
huge amount of key material that must be distributed to the parties wishing to
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communicate. This cannot be done over a public channel, which makes it imprac-
tical for general usage, but it is still used today in situations requiring provable
security. Certain forms of banking still use the Vernam cipher. Today, most of the
current crypto-systems use a public key arrangement.

11.6 Public key crypto-systems

The private key crypto-systems we have considered previously have relied on
the distribution of key material. There is another approach that comes under the
heading of public key crypto-systems, which does not require the prior secure
communication of key material. Perhaps the most widely used one is the RSA
(for Rivest, Shamir and Adleman [14]) system. The RSA crypto-system is based
on the fact that in order to factorize a number with N digits, a classical computer
needs to perform a number of steps that at least grows faster than polynomially
with N. Consider the factorizing of the numbers 21 and 1073 by hand: the number
21 is easy but 1073 takes a little more time. Computers have the same problem.
As N becomes large, factoring becomes a hard problem on a classical computer
and, in fact, the number of steps required becomes exponential with N. This is
how the security of the key arises. If these large numbers can be factored, then an
eavesdropper can recover the message sent from Alice to Bob. Let us examine the
RSA protocol which allows Bob to announce publicly a key (the public key) such
that Alice can use the key, encrypt a message and send it publicly back to Bob.
The protocol only allows Bob to decipher it. The RSA protocol is established as
follows.

� It begins by Bob taking two very large prime numbers p and q (of size greater than 101000).

He then calculates the quantities N = pq (where obviously N > 102000 and pq(N ) =
(p − 1) (q − 1)). Bob then takes an integer e < N such that the greatest common divi-

sor between e and pq(N ) is one in which case e and pq(N ) are said to be coprime

(i.e. they have no common factors other than 1). Once this is achieved, Bob computes

d = e−1(mod pq(N )).
� Bob then sends the public key (e, N) to Alice via a public channel.
� Alice now encodes her plain text message m according to the rule c = me(modN ) and

sends the result c to Bob.
� Once Bob receives the encrypted message c from Alice he computes cd (modN ) and

recovers the plain text message m.

It is interesting to observe that most of the work in this protocol is done by Bob
(not Alice). Alice’s main job is to encode the message m she wishes to send to
Bob with the public key (e, N).

Given that all the communication is done only via a public channel, what is
an effective mechanism for an eavesdropper to break this crypto-system? Eve
can attack this crypto-system quite easily. To do this Eve must simply solve
d = e−1(mod pq(N )) where she knows only e and N. Effectively this just requires
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Eve to factor N. Once she factors N she obtains p and q and hence can calculate
pq(N ). While this may sound like a relatively simple attack, it is not practical to
factorize numbers of the size of N > 102000 on a classical computer with current
technology in a reasonable time (in fact, to factor the numbers currently used in
the RSA encryption system would take a very large supercomputer many, many,
years). However, a recent proposal for a new kind of computer architecture, the
quantum computer, opens the possibility for factoring these very large numbers
in a short time.

The quantum computer, of course, has yet to be realized, but has the poten-
tial to revolutionize information processing through its ability to access a vastly
larger state space than a classical machine. This, in turn changes the complex-
ity classification of how difficult computational tasks are, so that some tasks
which are known to be extremely difficult (that is, require exponential resources)
on a classical machine become easier (need only polynomial resources) on a
quantum machine. The gain comes from using two features of quantum physics:
entanglement and quantum interference, allowing massively parallel processing
capacity.

In 1985 David Deutsch [15] (with a generalization in 1992 co-authored with
Richard Jozsa [16]) proved that in quantum mechanics the complexity level of
some problems can change dramatically. This paved the way for a number of
advances in quantum algorithms, in particular that of Peter Shor’s for factoring
large numbers. In 1994, Peter Shor [17] discovered a quantum algorithm that
allows one to factor large numbers in polynomial time so that, provided one had
a quantum computer, factoring would become essentially as easy as multiplying.
Recently, a small-scale NMR quantum machine has factored the number 15 [18].
While this may be a small step forward, it shows the potential of the quantum
computer as a demonstration of the implementation of a non-trivial algorithm.
The central point here is that if quantum computing schemes can be scaled up
to the point where very large numbers can be factored, RSA crypto-systems
become vulnerable to deciphering. The NMR scheme is apparently not scalable
to the required degree.

11.7 The quantum random number generator

Classical computers are frequently called upon to generate strings of random
numbers. But the numbers generated are only pseudo-random as a deterministic
algorithm is always involved. In many of the private key cryptography protocols
it is necessary to have local access to a good source of true (and not pseudo-)
random numbers. This is also true for the quantum cryptographic schemes we
will describe below. While deterministically generated pseudo-random numbers
can appear quite random, if one knows the algorithm and the seed, there is the
possibility that the string could be reproduced by an eavesdropper. There are also a
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number of hardware-based random generators based on the complexity of thermal
noise fluctuations that produce a chaotic behaviour in the system. The difficulty in
predicting the result of the chaotic process is assimilated to randomness. Under
ideal conditions this produces a good source of random numbers. A potential
problem, however, is that the thermal noise could be influenced and potentially
controlled by someone who tampers with the external environment. In recent
years a simple and elegant solution has arisen based on the principles of quantum
mechanics (see Fig. 11.4).

This device described in Fig. 11.4 relies on the properties of a 50:50 beam
splitter as discussed in Chapter 6. We take as inputs a single photon state in
one port and the vacuum in the other. The detectors placed at the outputs yield
which-path information. We assign a zero if the photon takes the reflected path
and a one if it takes the transmitted path. As there is a 50% chance of it taking
each path, we have a 50% chance of getting a zero or a one. This is our random
bit. By performing this a number of times, a sequence of truly random bits can
be generated.

Fig. 11.4. Schematic
setup of a quantum
random number
generator. The apparatus
consists of a single
photon state arriving at a
50:50 beam splitter. A
vacuum enters the second
port of the beam splitter.
Assuming that the beam
splitter is 50:50, the single
photon has a 50% chance
of being transmitted
through the beam splitter
and a 50% chance of
being reflected. A random
bit is obtained by
measuring whether the
photon was reflected or
transmitted.

11.8 Quantum cryptography

Given that the quantum computer (a device yet to be built) is able to attack
current public key crypto-systems (such as RSA), what means of absolute secure
communication is possible? We know the private key crypto-system (one-time
pad) is not vulnerable to the quantum computing architecture described above.
However one-time pad classical schemes require a large amount of key material
being shared between the two parties Alice and Bob. This has had to be done via
private channels, to which the eavesdropper has no access. There are a number
of practical solutions to this, such as Alice sending Bob a sealed can by courier
with the key material within. Here Alice and Bob must trust the courier not to
have read and copied the key material. Another solution based on the principles
of quantum mechanics is possible, namely quantum key distribution (QKD) and
it provides a mechanism for Alice and Bob to create a shared key over public
channels. Once both parties have this key material, secure communication can
take place. In all QKD proposals it is critical that one has a source of random
numbers.

11.8.1 Quantum key distribution

Quantum key distribution offers the possibility for two remote parties – Alice
and Bob – to exchange a secret key without physically meeting or requiring a
trusted party to deliver the key material. The security of QKD is conditioned
on the principles of quantum mechanics, a theory well tested and thought to be
correct.
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Fig. 11.5. Diagram representation of a qubit on the surface of a sphere (a). The
ground state |0〉 is situated at the south pole of the sphere. The excited state |1〉 is
situated at the north pole of the sphere. Superpositions of |0〉 and |1〉 lie on the
surface of the sphere between the north and south poles. Equal superpositions of |0〉
and |1〉 lie on the equator. An arbitrary state can lie anywhere on the sphere. In
(b) we show a measurement of a point on the sphere. On this sphere we have
indicated two unknown states. These states are not orthogonal and so a single
measurement cannot confirm which one of the two states we have. It is this key
point we exploit in quantum key distribution.

The central idea behind quantum key distribution is that it is impossible for an
eavesdropper to obtain all the information from the transmitted quantum state.
What does this statement mean? Consider a single qubit in the superposition state
|ψ〉 = c0|0〉 + c1|1〉. (We again use the symbols |0〉 and |1〉 to represent in a gen-
eral manner the basis of our qubits. For a realization in terms of polarization states,
we could again take |0〉 = |V 〉 and |1〉 = |H〉.) For a single general measurement
with c0 and c1 unknown, it is impossible to determine the state |ψ〉 precisely. For
instance if a zero “0” is obtained on a single measurement, it is impossible to deter-
mine what the c0 coefficient was (see Fig. 11.5). A single measurement yielding a
result “0” does not distinguish between |0〉, (|0〉 + |1〉)/√2, or (|0〉 + i |1〉)/√2,
or many other possible states for that matter. Over many runs with identical
copies of the state, one can determine, via a number of measurements, the exact
state. However, in QKD, the qubit is never reused and so it is impossible for an
eavesdropper to determine the state completely if several non-orthogonal states
are used. The key to QKD is the use of these non-orthogonal states.

There are a number of QKD protocols that we will examine in detail below.
We will begin with the first one discovered, the BB84 protocol.
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11.8.2 The BB84 protocol

The BB84 protocol (Bennett and Brassard [19]) begins by Alice creating and
sending to Bob a random set of qubits, where the choice of qubits comes from
the set

|ψ0〉 = |0〉 ,

|ψ1〉 = |1〉 ,

|ψ+〉 = 1√
2

(|0〉 + |1〉) ,

|ψ−〉 = 1√
2

(|0〉 − |1〉) .

(11.18)

Note that 〈ψ0 | ψ1〉 = 0 and 〈ψ+ | ψ−〉 = 0. The first two states form a basis
and the second two states form another. In terms of single-photon polarization
states, the second two states are oriented at ±45◦ to the first two. Clearly, the
four states of Eq. (11.18) are not all orthogonal to each other: 〈ψ0,1 | ψ+,−〉 
= 0.
Hence there is no measurement protocol, which allows us with 100% certainty
to determine the states Alice sends to Bob. Bob measures randomly in one of two
bases, either “0” and “1” or “+” and “−” (here “+” and “−” represent measuring
(|0〉 + |1〉)/√2 and (|0〉 − |1〉)/√2). After the measurements are complete,
Alice and Bob communicate via a public channel as to certain properties of the
states sent and measured. More precisely Alice announces whether the qubit was
sent in the 0,1 basis or +, – basis but not which exact state. Bob then announces
which basis he measured in, but not the result. They then keep between them the
results only if Alice’s sending and Bob’s measurement basis are the same. This
gives a smaller subset of qubits (half the size) where Alice and Bob know what
was sent and measured without having communicated exactly which state was
sent. A key has then been established.

When Alice sends the qubits to Bob, it is possible that an eavesdropper (Eve)
may intercept some or all of the transmitted qubits and interfere with them. Now
what is the action of the eavesdropper? Basically the eavesdropper must perform
some action between the time that Alice sends her quantum state and the time
Bob receives it. This could be any form of measurement or no measurement. Let
us consider the case when Eve performs a definite projective measurement. Eve
does not know which state has been sent (and can not determine this at the time
of her measurement), and so must choose whether to measure in the 0,1 basis or
+,− basis. If Eve guesses the right basis (and she will not know this until after
Alice and Bob have communicated), then she can transmit the right state to Bob
(so that he does not know that it has been intercepted). If, however, Eve chooses
the wrong basis to measure in, then, the state she transmits is wrong and not what
Bob should get. If Bob performs some form of error checking, then he will see
that the wrong state has been sent and hence that Eve is present.
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Fig. 11.6. Summary of
the procedure to
implement the BB84
protocol. After Bob’s
measurement, Alice and
Bob communicate
whether they sent and
measured a state in |0〉, |1〉
or |+〉, |−〉 basis. They
keep the results only
when the sent and
measured bases agree.
Then they use a subset of
this basis-agreed data to
check for the presence of
Eve.

Fig. 11.7. Schematic
representation of a
realisation of the BB84
protocol using the
interferometer. In this
realization, the shorter
and longer paths through
the interferometer define
the 0 and 1 states (instead
of using polarization,
which is hard to preserve
in commercial fiber).
Phase modulators (PM)
are positioned within the
upper arms of both Bob’s
and Alice’s interferometer.

Alice and Bob in the second half of the protocol publicly disclose the basis
of the state sent and the measurement basis. From this they generate an initial
amount of shared key material. However, as we mentioned above Eve, may have
interfered with this and hence know some of the key. Also because there is a 50%
chance that she measured in the wrong basis and hence transmitted the wrong
state to Bob, there will not be agreement between all the bits in Alice’s and Bob’s
shared key. Alice and Bob can, however, see if an eavesdropper has been present
by selecting a subset of the key bits and publicly telling each other what they
are. By checking the error rate (cases where their bits disagree) they can see
the presence of the eavesdropper. If this error rate is not too high, Alice and
Bob can perform classical privacy amplification on the remaining bits to create
a secure shared key. We summarise this protocol in Fig. 11.6 and describe an
implementation in Fig. 11.7.
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Fig. 11.8. Summary of
the B92 protocol, which
uses non-orthogonal
bases.

Fig. 11.9. Schematic
representation of an
optical realization of the
B92 protocol: here the
whole transmission
between Bob and Alice
takes place within the
arms of an interferometer.

11.8.3 The B92 protocol

The BB84 protocol has been generalised to use other bases and states. One of the
most well known is the B92 protocol [20], which uses two non-orthogonal states
rather than 4. This protocol is established as follows. Alice creates a random bit
a (either 0 or 1). She then transmits to Bob the qubit

|ψ〉 =
{ |0〉 , if a = 0,

|+〉 , if a = 1.
(11.19)

Now Bob generates a random bit a′ (again either 0 or 1). If the bit is zero, then
Bob measures in the 0,1 basis. If the bit is 1, he measures in the +, − basis. From
Bob’s measurement b he obtains either a zero or one, which he then announces
over a public channel to Alice. Both Alice and Bob keep their random bits a and
a′ secret. Their initial key material is formed from the subset of results where
the measurement result b was one. This occurs only if Alice had a = 0 and Bob
a′ = 1 − a or vice versa with a probability of one half. The key is a for Alice
and a′ for Bob. Now because they wish to estimate the effects of the potential
eavesdropper, they can use some of the key material to check for errors and
then perform appropriate privacy amplification if the error rate is not too high.
This then establishes secure shared key material. We summarize this protocol in
Fig. 11.8 and show an implementation in Fig. 11.9.
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Fig. 11.10. Schematic
representation of the
Ekert protocol: the source
emits correlated EPR
pairs, one of which is
transmitted to Alice and
the other to Bob.
Polarizing beam splitters
(PBS) route the correlated
photons to detectors.

11.8.4 The Ekert protocol

In the protocols we have discussed so far, we have relied on Alice sending single
photons prepared in polarization or interferometric bases. Artur Ekert in 1991
[21] proposed a new quantum cryptographic protocol, which exploits quantum
entanglement and Bell’s inequality.

Suppose during a period of time, a quantum source emits two photons in an en-
tangled state: the photons can be direction or polarization entangled, for example.
We can use these in a secure communication system as we shall now describe. The
basic idea of the Ekert protocol over the BB84 or B92 protocol consists of replac-
ing the single quantum channel carrying qubits from Alice to Bob with a channel
that carries two entangled qubits (one to Alice and one to Bob) from a central
common source. We will describe the use of this novel quantum resource next.

Consider that Alice and Bob share a set of n entangled qubit pairs, where each
pair is of the form

|ψ〉 = 1√
2

(|0〉 |0〉 + |1〉 |1〉) . (11.20)

The state on the left belongs to Alice and that on the right to Bob. Let us examine
the establishment of a shared bit. Alice and Bob share the entangled pair (one
qubit each); each now creates a random number (with values 0,1) independently,
called, say, a (by Alice) and a′ (by Bob). If Alice’s random number is zero,
she measures her qubit in the 0,1 basis, otherwise she uses the +,− basis. She
then records the measurement result b. Similarly Bob does the same thing with
his qubit, and if Bob’s random number was zero, he measures in the 0,1 basis,
otherwise he uses the +,− basis. He records the result b′. Alice and Bob now
communicate their results (b, b′) publicly. They keep the results only if b = b′

which establishes the key bit (a, a′). Performing this on the n entangled pairs
establishes the required key. In Fig. 11.10, we sketch the layout of the Ekert
protocol for a quantum cryptography system.
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The experimental realizations of these schemes are reviewed at length by Gisin
et al. [22].

11.9 Future prospects for quantum communication

Quantum physics, as we have described, offers the world of communications
both opportunities and threats. Opportunities, from the fundamental nature of
indivisible quanta and our inability to copy them, and threats because of the
enormous potential of quantum computing provided the decoherence obstacle
can be overcome so that large-scale quantum registers can be manipulated. We
have concentrated here on secure key distribution for cryptography as it repre-
sents the most developed quantum technology. In QKD, classical information is
transmitted using a quantum resource. However, quantum information itself can
also be transmitted: for example, the quantum state of a system can be transferred
from Alice to Bob if they share the quantum resource of entanglement. This is
the basis of quantum teleportation as we have already discussed. This area has
developed into one of the major growth fields of modern physics and is likely to
generate new insights, new applications and new technologies over the coming
decade.

11.10 Gates for quantum computation

A full discussion of quantum computing lies way beyond the scope of this book.
But it does seem worthwhile nevertheless to discuss some aspects of quantum
computing, in particular, the notion of quantum registers and quantum gates and
their quantum optical realizations. This we shall do in what follows.

We begin with a discussion of quantum registers. The qubits we again represent
in the generic basis |0〉 and |1〉, also known as the computational basis. The most
general pure state for single qubit is the superposition state

|ψ1〉 = c0 |0〉 + c1 |1〉 , |c0|2 + |c1|2 = 1. (11.21)

A quantum register is a collection of qubits, say, N qubits. For example, the
3-qubit register in the state

|1〉 ⊗ |0〉 ⊗ |1〉 ≡ |101〉 = |5〉 (11.22)

provides a binary representation of the decimal number 5, (5)10 = (101)2, as
indicated on the right-hand side. But now suppose that the first qubit of the
register is in the balanced superposition state (|0〉 + |1〉)/√2. The state of the
register is then

1√
2

(|0〉 + |1〉) ⊗ |0〉 ⊗ |1〉 = 1√
2

(|001〉 + |101〉)

(11.23)= 1√
2

(|1〉 + |5〉) .



282 Applications of entanglement

This means that the 3-qubit quantum register simultaneously represents the deci-
mal numbers 1 and 5. If all three qubits are in balanced superposition states, then
the register is in the state

1√
2

(|0〉 + |1〉) ⊗ 1√
2

(|0〉 + |1〉) ⊗ 1√
2

(|0〉 + |1〉)

= 1

23/2
(|000〉 + |001〉 + |010〉 + |011〉 + |100〉 + |101〉 + |110〉 + |111〉)

= 1

23/2
(|0〉 + |1〉 + |2〉 + |3〉 + |4〉 + |5〉 + |6〉 + |7〉) , (11.24)

and thus a 3-qubit register can represent the eight decimal numbers 0–7 simulta-
neously. For any decimal number a given by a = a020 + a121 + · · · + aN−12N−1,
where the coefficients a j , j = 0, 1, . . . N , are restricted to 0 or 1, we can
write

|a〉 = |aN−1〉 ⊗ |aN−2〉 ⊗ · · · ⊗ |a1〉 ⊗ |a0〉 ≡ |aN−1aN−2 . . . a0〉 . (11.25)

The most general N-qubit quantum register state is

|ψN 〉 =
2N −1∑
a=0

ca |a〉. (11.26)

With an N-qubit register, all the decimal numbers from 0 to 2N − 1, a total of 2N

numbers, can be represented simultaneously in a state of the form of Eq. (11.26).
To do any kind of processing, we need logic gates just as in a classical computer.

The important difference between the quantum logic gates and classical ones is
that the former are always reversible, in that the outputs uniquely depend on the
inputs, which does not hold for classical gates. It holds for the quantum gates
because they are implemented by unitary transformations. We begin with single-
qubit gates and then proceed to 2-qubit gates.

The first gate we consider is the Hadamard gate. This is a gate that creates
balanced superpositions of the basis states |0〉 and|1〉 and is represented by the
letter H. With x ∈ {0, 1}, the Hadamard gate, described by the unitary operator
ÛH, effects the transformation

ÛH |x〉 = 1√
2

[(−1)x |x〉 + |1 − x〉]. (11.27)

Thus ÛH|0〉 = (|0〉 + |1〉)/√2 and ÛH|1〉 = (|0〉 − |1〉)/√2. Note that the left-
hand side of Eq. (11.24) may be obtained from Hadamard transformations on
three bits each in a state |0〉. If the qubits are realized by the ground and excited
states of a two-level atom, then the Hadamard transformation is just a π/2-pulse.
The circuit symbol for the Hadamard gate is given in Fig. 11.11(a).

A second single-qubit gate, the phase gate represented by ÛPG(φ), effects the
transformation

ÛPG (φ) |x〉 = ei x φ |x〉 (11.28)
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Fig. 11.11. (a) Circuit
symbol of a Hadamard
gate. (b) Circuit symbol of
the 1-qubit phase gate.

Fig. 11.12. Circuit for the
generation of the state of
Eq. (11.29) using phase
and Hadamard gates.

and thus Û PG(φ)|0〉 = |0〉 and ÛPG(φ)|1〉 = ei φ|1〉. The circuit symbol for this
gate is given in Fig.11.11(b). It turns out that a combination of Hadamard and
phase gates can produce various superposition states of single qubit. The sequence

ÛPG

(
φ + π

2

)
ÛHÛPG (2θ ) ÛH |0〉 = cos θ |0〉 + ei φ sin θ |1〉 , (11.29)

as represented in Fig. 11.12, yields the most general single-qubit pure state.
So far, we have not encountered registers in entangled states. One possible

entangled 2-qubit register state is (|00〉 + |11〉)/√2. How can these, as a matter
of principle, be made? We have already encountered ways of generating entangled
states in the earlier parts of this book through some very specific interactions.
At the moment we are only interested in formulating a rather general procedure,
without regard to any specific realization. Thus we introduce a 2-qubit gate called
the controlled not (C-NOT) denoted by the unitary operator ÛC-NOT . If we let the
first qubit be the control qubit and the second be the target, then we can represent
the action of this gate symbolically by

ÛC-NOT |x〉 |y〉 = |x〉 |mod2 (x + y)〉 , (11.30)

where x, y ∈ {0, 1}. The gate is represented diagrammatically by the circuit in
Fig. 11.13(a). If the control is in the state |0〉 and the target also in state |0〉, the
target is unchanged. But if the control is in |1〉 then the target “flips” from |0〉 to
|1〉. But suppose the control qubit is prepared, by the Hadamard transformation, in
the superposition state (|0〉 + |1〉)/√2. Then we shall have, for the target initially
in |0〉 and |1〉 respectively,

ÛC-NOTÛH1 |0〉 |0〉 = ÛC-NOT
1√
2

(|0〉 + |1〉) |0〉 = 1√
2

(|00〉 + |11〉) ,

(11.31)

ÛC-NOTÛH1 |0〉 |1〉 = ÛC-NOT
1√
2

(|0〉 + |1〉) |1〉 = 1√
2

(|01〉 + |10〉) ,

where the H1 means that the Hadamard gate acts only on the first qubit. In both
cases we end up with entangled states. The entire process, for the target initially
in the state |0〉, is represented by the diagram in Fig. 11.13(b).
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Fig. 11.13. (a) Circuit
symbol for a C-NOT. (b)
Circuit for creating a
2-qubit entangled state
using a Hadamard gate
and a C-NOT.

Fig. 11.14. Circuit symbol
for a controlled phase
gate.

Another 2-qubit gate is the controlled phase gate ÛCPG(φ) acting according to

ÛCPG (φ) |x〉 |y〉 = ei φ x y |x〉 |y〉 , (11.32)

represented graphically in Fig. 11.14. The phase factor ei φ appears only when
x = 1 = y.

Out of these gates, essentially any quantum computational algorithm can be
implemented with the proper concatenation. Networks can be devised to bring
about certain kinds of output. One, very simple, circuit has already been discussed
and others will be addressed in the problems.

A function in a computer is a mapping from one set of numbers to another:

f : {0, 1, . . . , 2m − 1} → {0, 1, . . . , 2n − 1} , (11.33)

where m and n are integers. A classical computer evaluates the function at each
input 0, 1, . . . , 2m − 1, to obtain the set of numbers f (0), f (1), . . . , f (2m − 1).
But the computation is generally irreversible and thus it is not possible to asso-
ciate a given output with a particular input. Quantum mechanically, it is not
possible to evolve an input register |x〉 into an output register | f (x)〉 by a unitary
transformation. However, by using two registers, one to contain the output and
another to retain the input, one can implement the quantum-mechanical evalua-
tion of a function as a unitary transformation according to

Û f |x〉 |0〉 = |x〉 | f (x)〉 , (11.34)

where different input and output states will be orthogonal: 〈x |x ′〉 = δx x ′ ,

〈 f | f ′〉 = δ f f ′ .
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As an example of a quantum computation, simple enough to describe here, yet
able to illustrate the potential power of a quantum computer taking full advantage
of quantum entanglement, we now describe the quantum algorithm known as
Deutsch’s problem [15], the first quantum algorithm proposed, and one of the
simplest. The problem proposed by Deutsch is this. Consider a function f :
{0, 1} → {0, 1}. There are only four possible outcomes and these are f (0) =
0, f (0) = 1, f (1) = 0, and f (1) = 1. Given an unknown function f, determine,
with only one operation, whether or not the function is constant, meaning that
f (0) = f (1), or that it is varying, f (0) 
= f (1). The quantum computer will be
required to implement the transformation

|x〉 |y〉 −→ |x〉 |mod2 (y + f (x))〉 , (11.35)

where |x〉 is the input qubit and |y〉 represents the qubit of the quantum computer
hardware. The idea is to prepare these qubits, using Hadamard gates, in the
product state

|�in〉 = |x〉 |y〉 = 1√
2

(|0〉 + |1〉) 1√
2

(|0〉 − |1〉)

= 1

2
(|0〉 |0〉 − |0〉 |1〉 + |1〉 |0〉 − |1〉 |1〉) . (11.36)

The minus signs in this last equation are important. If we now allow this state to
undergo the transformation of Eq. (11.35) we obtain the output state

|�out〉 = 1

2
(|0〉| f (0)〉 − |0〉| f̄ (0)〉 + |1〉| f (1)〉 − |1〉| f̄ (1)〉),

= 1

2
[|0〉(| f (0)〉 − | f̄ (0)〉) + |1〉(| f (1)〉 − | f̄ (1)〉)], (11.37)

where the bar means to invert: 0̄ = 1, 1̄ = 0. Notice that Eq. (11.37) is the result
of simultaneous, parallel, processing on both states of the first qubit in the super-
position |x〉 ∼ |0〉 + |1〉. This is a display for the potential power of a quantum
computer: the possibility of massive parallel processing. If f is a constant function,
then the output is

|�out〉 f const = 1

2
[(|0〉 + |1〉)(| f (0)〉 − | f̄ (0)〉)], (11.38)

whereas if f is not constant

|�out〉 f not const = 1

2
[(|0〉 − |1〉)(| f (0)〉 − | f̄ (0)〉)]. (11.39)

Note that in the two cases the first qubit states are orthogonal. If we apply a
Hadamard transformation to this first qubit we have

ÛH1|�out〉 f const = |0〉(| f (0)〉 − | f̄ (0)〉),
(11.40)

ÛH1|�out〉 f not const = |1〉(| f (0)〉 − | f̄ (0)〉).

Thus, a single measurement on the first qubit determines whether or not f is
constant.
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The Deutsch algorithm is, obviously, very simple. A slight generalization of
this algorithm by Deutsch and Jozsa [23] has been implemented in an ion-trap
quantum computer containing two trapped ions.

A much more involved algorithm is that of Shor’s for factoring large num-
bers into primes [17]. We shall not review that algorithm here but refer to the
reader to specialized reviews of quantum computing. We point out again though
that Shor’s algorithm has been implemented, on a nuclear magnetic resonance
(NMR) quantum computer [18], in order to find the prime factors of 15 = 3 × 5,

a demonstration of the algorithm and obviously not a demonstration of the power
of a quantum computer. Unfortunately, the NMR approach appears not to be scal-
able. Another important quantum algorithm is Grover’s search algorithm [24].

11.11 An optical realization of some quantum gates

There have been many proposals for realizing the quantum gates in quantum
optical systems such as polarized photons, cavity QED, and in systems of trapped
ions. Here we shall discuss all-optical realizations of some gates based on beam
splitters, Kerr interactions, and optical phase shifters. Two photonic modes are
required and these form the basis of a “dual-rail” rail realization of a quantum
computer discussed by Chuang and Yamamoto [25]. Only single photon states
are involved and, to make clear the mapping of the dual photon states onto qubit
bases |0〉 and |1〉, we start with the realization of the Hadamard gate in terms
of a 50:50 beam splitter, as pictured in Fig. 11.15(a). The input mode operators
we take as â and b̂ and the beam splitter is chosen to be of the type whose
output mode operators â′ and b̂

′
are related to the input ones according to the

transformation

â′ = 1√
2

(â + b̂), b̂
′ = 1√

2
(â − b̂) (11.41)

or, when inverted,

â = 1√
2

(â′ + b̂
′
), b̂ = 1√

2
(â′ − b̂

′
). (11.42)

We assign the computational state |0〉 to the input product state |0〉a|1〉b, that
is, we take |0〉 ≡ |0〉a|1〉b, and similarly we take |1〉 = |1〉a|0〉b. From the rules
developed in Chapter 6, and letting ÛBS represent the beam-splitter transformation
operator, it follows that

ÛBS |0〉 = ÛBS |0〉a |1〉b

= 1√
2

(|0〉a |1〉b + |1〉a |0〉b) = 1√
2

(|0〉 + |1〉) ,

(11.43)
ÛBS |1〉 = ÛBS |1〉a |0〉b

= 1√
2

(|0〉a |1〉b − |1〉a |0〉b) = 1√
2

(|0〉 − |1〉) ,
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Fig. 11.15. (a)
Designation of the input
and output modes of the a
50:50 beam splitter in a
dual-rail optical
implementaion of the
Hadamard
transformation. (b) Optical
dual-rail implementation
of a phase gate.
(c) Optical
implementation of a
dual-rail 2-qubit
controlled phase gate.

where we have dropped the primes for the states after the beam splitter. Clearly,
this device provides a realization of the Hadamard gate. We wish to make it clear
that, despite the appearance of two photonic modes containing either the vacuum
or a single photon, those are not the basis of the qubits. It is the product of the
states of the two modes that map onto the computational basis. We are still dealing
with a 1-qubit gate.

The single-qubit phase gate can be realized by placing a phase shifter in the
a-beam, the operator for this device being ÛPG = exp(i φ â†â). It is easy to see
that

ÛPG |0〉 = exp(i φ â†â) |0〉a |1〉b = |0〉 ,
(11.44)

ÛPG |1〉 = exp(i φ â†â) |1〉a |0〉b = ei φ |1〉 .

The device is represented graphically in Fig.11.15(b).
For 2-qubit gates we must have two sets of two photonic modes, say (a, b) and

(c, d). Following the convention we having been using, we have the identifications

|0〉 |0〉 = |0〉a |1〉b |0〉c |1〉d ,

|0〉 |1〉 = |0〉a |1〉b |1〉c |0〉d ,

|1〉 |0〉 = |1〉a |0〉b |0〉c |1〉d ,

|1〉 |1〉 = |1〉a |0〉b |1〉c |0〉d .

(11.45)

The controlled phase gate (CPG) can, in principle, be realized by the cross-Kerr
interaction between the modes a and c as indicated in Fig. 11.15(c). The interac-
tion is represented by the operator ÛCPG = exp(i φ â†â ĉ†ĉ). It is easy to verify
that, for 2-qubit states, only the state |1〉|1〉 acquires the phase shift ei φ . How-
ever, there is a problem in generating arbitrary, especially large, phase shifts in
this manner. Large phase shifts φ will require high χ (3) nonlinear susceptibilities
which are generally not available. On the other hand, as we have previously
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Fig. 11.16. An optical
realization of a C-NOT
using a Fredkin gate. The
state modes (a, b) and
(c, d) represent the two
qubits. The phase shifters
in the outputs of the
Mach–Zehnder
interferometer are to
adjust the phase factors of
the outputs.

mentioned, techniques to generate giant Kerr susceptibilities with electromag-
netically induced transparency are actively being pursued.

Lastly, we discuss a possible optical realization of the C-NOT gate. This can
be done, at least in principle, with a Mach–Zehnder interferometer coupled to an
external mode, which we take to be the c-mode as pictured in Fig. 11.16, via a
cross-Kerr interaction. The Kerr “evolution” is described by the unitary operator

ÛKerr (η) = exp(i η b̂†b̂ d̂†d̂), (11.46)

where the parameter η is proportional to the nonlinear susceptibility χ (3). The
first beam splitter will be taken as a type described by the transformatiom

ÛBS1 = exp
[
i
π

4
(â†b̂ + â b̂†)

]
, (11.47)

and the second beam splitter we take to be conjugate to the first such that ÛBS2 =
Û †

BS1.Thus the operator describing the evolution just after the second beam splitter
must be given by

ÛF (η) = Û †
BS1ÛKerr (η) ÛBS1, (11.48)

where the label F stands for Fredkin. The gadget represented by this operator is
the quantum optical form of what is known as the Fredkin [26] gate. A quantum
optical realization of the Fredkin gate was first discussed by Milburn [27]. After
a bit of algebra, which we leave to the reader, we arrive at

ÛF (η) = exp
[
i
η

2
ĉ†ĉ(â†â + b̂†b̂)

]
exp

[η

2
ĉ†ĉ(â†b̂ − b̂†â)

]
. (11.49)

The first term will just yield a phase factor depending on whether or not mode
c contains a photon. The second term though is a conditional transformation. If
the c-mode is in the vacuum, no transformation will occur. But if there is a single
photon in the c-mode, a transformation must occur. For our purposes we must
take η = π. Using the identifications in Eq. (11.45), and taking the qubits of the
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c–d modes to be the control and those of the a–b as the target, reversed in order
compared with the above discussion, we can easily show that

ÛF (η) |0〉 |0〉 = |0〉 |0〉 ,

ÛF (η) |1〉 |0〉 = |1〉 |0〉 ,

ÛF (η) |0〉 |1〉 = i |1〉 |1〉 ,

ÛF (η) |1〉 |1〉 = −i |0〉 |1〉 ,

(11.50)

where we have used the transformation

exp
[π

2
(â†b̂ − b̂†â)

] { |0〉a |1〉b = i |1〉a |0〉b ,

|1〉a |0〉b = −i |0〉a |1〉b ,
(11.51)

as the reader can verify. To remove the factors i and −i we can, if necessary,
insert appropriate phase shifters into the output beams. Thus the unitary operator
describing a quantum optical C-NOT is

ÛC-NOT = exp
(
−i

π

2
â†â

)
exp

(
i
π

2
b̂†b̂

)
ÛF (π ) . (11.52)

Unfortunately, as we have already remarked, Kerr media with large nonlinearities
would be required to realize these gates. Recently, a C-NOT gate has been realized
experimentally with polarized photons [28]. Knill et al. [29] have proposed a
different approach using linear optics but where state reduction is an essential
ingredient during the computation, not just at the outputs.

There are many other possible interactions that can be used to make a quantum
C-NOT gate, including cavity QED [30], laser-cooled trapped ions [31], atoms
in optical lattices interacting via collisions [32], and so on. All of them have the
feature that the interaction of one qubit with another is conditional on the state
of the partner qubit. For example, if an atom in an optical lattice trap is brought
close to a second atom in an adjacent well of the lattice, then the energy levels of
the valence electrons in each of the atoms are shifted owing to the fluctuations
of the dipole moment of the other atom. The shifts are greater for higher levels.
Thus an electron in an excited state picks up phase more slowly than one in the
ground state. This conditional phase shift (i.e. the amount of phase that depends
on the state of the control electron) forms the basis of this kind of conditional
state change performed by a quantum C-NOT gate.

The atoms must be controlled very carefully, though. It turns out that the
fidelity of gate operation has to be about one part in a thousand or better in order
to make a quantum computer realistic. This is but one of the hurdles to harnessing
the undoubted quantum potential.

11.12 Decoherence and quantum error correction

Quantum coherence is fragile. For the reasons we have discussed in Chapter 8
and elsewhere, it is difficult to maintain superposition states of many particles



290 Applications of entanglement

in which each particle may be physically separated from all the others. Entan-
glement is delicate. The reason for this is that all systems, quantum or classical,
are not isolated. They interact with everything around them – local fluctuating
electromagnetic fields, the presence of impurity ions, coupling of unobserved
degrees of freedom to the system containing the qubit, etc. These fluctuations
destroy quantum interference. A simple, but useful, analogy is the interference
of optical waves in Young’s double-slit experiment. In that apparatus, waves from
two spatially separated portions of a beam are brought together. If the two parts
of the beam have the same phase, then the fringe pattern remains stable. But if
the phase of one part of the beam is drifting with respect to the other, then the
fringe pattern will be washed out. And the more slits you have in the screen, the
lower the visibility for the same amount of phase randomization per pair of slits.

It might appear that the situation is hopeless: how could one hope to control
the phases and amplitudes of superpositions involving many qubits? But, amaz-
ingly, quantum mechanics provides a way to solve this problem, through even
higher levels of entanglement. In classical information processing, inevitable
environmental noise is dealt with by error correction. In its simplest form, this
involves repeating the message transmission or calculation until a majority result
is obtained. But there are more efficient ways, for example through the use of a
parity check on a block of bits. A similar notion of encoding logical “1”s and “0”s
into blocks of qubits and performing a parity check to reveal errors can be applied
to a quantum register [33]. But there is one difficulty: if you measure the register,
you would destroy the superposition state encoded in it. So how do we determine
what might be wrong with the register qubits without looking at them? Simple:
entangle them with an ancillary register, and measure the ancilla! Because the
two registers are correlated, the results of the measurement of the ancilla will
tell you how to fix the errors in the processing register, without destroying any
coherent superpositions in the processing register itself.

Another way to retain register coherence is to know a little about the sort of
noise that is acting on it [34]. If the noise has some very slow components (or
those with very long wavelengths), then it is sometimes possible to find certain
combinations of qubit states for which the noise on one qubit exactly cancels
the noise on another. These qubit states live in a “decoherence free subspace” or
DFS [35]. If you can use only computational states that lie in this DFS, then your
computer will be immune to environmental perturbations.

It is the possibility of combining these tools to combat noise that leads
researchers to believe that a quantum computer can be built even though deco-
herence lurks around every corner.

Problems

1. Given the output state in Eq. (11.2) of the Mach–Zehnder interferometer of Fig. 11.2

with twin single photons as inputs, verify Eq. (11.4).
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2. Suppose that the inputs to the Mach–Zehnder interferometer are the twin two-photon

states |2〉a |2〉b. Obtain the uncertainty of the phase measurement in this case.

3. Suppose the first beam splitter of the Mach–Zehnder interferometer is replaced by

a “magical” device that can somehow produce the maximally entangled state of

Eq. (11.6). Show that for this state, the uncertainty in the measurement of phase

is exactly �θ = 1/N for all N. Caution: you must incorporate the effect of the phase

shifter in the interferometer and you must take into account the second beam splitter.

4. Verify the statement made in Section 11.3 to the effect that teleporting a state with

the shared statistical mixture

ρ̂AB = 1

2
(|0〉A|0〉B A〈0| B〈0| + |1〉A |1〉B A〈1| B〈1|)

is impossible.

5. Suppose that Alice, Bob, and Claire each share one of the “particles” A, B, or C

prepared in the three-particle entangled state

|�〉 = 1√
2

(|0〉A |0〉B |0〉C − |1〉A |1〉B |1〉C)

as indicated by the labels. Suppose Alice has the unknown state |ψ〉 = c0|0〉 + c1|1〉.
Investigate the prospects for teleporting the unknown state to both Bob and Claire.

6. Show that the unitary operator for the Hadamard gate can be represented as

ÛH = 1√
2

[|0〉 〈0| + |1〉 〈0| + |0〉 〈1| − |1〉 〈1|] .

7. The 1-qubit operator X̂ = |0〉〈1| + |1〉〈0| represents a logical NOT gate (also known

as an inverter) because X̂ |0〉 = |1〉and X̂ |1〉 = |0〉. Show that the controlled-not

(C-NOT) gate is represented by the 2-qubit operator

ÛC-NOT = |0〉〈0| ⊗ Î + |1〉〈1| ⊗ X̂ ,

where Î = |0〉〈0| + |1〉〈1| is the identity operator and where the first qubit is the

control.

8. The 3-qubit gate known as the Toffoli gate is given by

ÛTG |x1〉 |x2〉 |y〉 = |x1〉 |x2〉 |mod2 (x1x2 + y)〉 .

Show that this gate is a controlled-controlled-not gate. Draw a circuit diagram to rep-

resent the gate. Find the representation of the operator ÛTG in terms of the projection

and inversion operator of the three qubits.

9. Design an optical realization of the Toffoli gate described in the previous problem.

10. Let ÛCl represent a 2-qubit operator that “clones” any quantum state according to

ÛCl|ψ〉|0〉 = |ψ〉|ψ〉. Show that such an operator does not, in fact, exist.
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Appendix A
The density operator, entangled states,
the Schmidt decomposition, and the von
Neumann entropy

A.1 The density operator

Quantum-mechanical state vectors |ψ〉 convey the maximal amount of informa-
tion about a system allowed by the laws of quantum mechanics. Typically, the
information consists of quantum numbers associated with a set of commuting
observables. Futhermore, if |ψ1〉 and |ψ2〉 are two possible quantum states then
so is their coherent superposition

|ψ〉 = c1|ψ1〉 + c2|ψ2〉 (A1)

if the coefficients c1 and c2 are known. If the states |ψ1〉 and |ψ2〉 are orthogonal
(〈ψ2 | ψ1〉 = 0) then we must have |c1|2 + |c2|2 = 1. But there are frequently, in
fact, more often than not, situations where the state vector is not precisely known.
There are, for example, cases where the system of interest is interacting with some
other system, possibly a very large system, e.g. a reservoir, with which it becomes
entangled. It may be possible to write state vectors for the multicomponent system
but not for the subsystem of interest. For example, for a system of two spin-1/2
particles with, the eigenstates of, say, the z-component of the spin denoted |↑〉
for spin up and |↓〉 for spin down, a possible state vector of the combined system
is

|ψ〉 = 1√
2

[|↑〉1 |↓〉2 − |↓〉1 |↑〉2] , (A2)

the so-called singlet state (total angular momentum zero), also known as one
of the “Bell” states. Equation (A2) is an example of an entangled state. An
entangled state cannot be factored, in any basis, into a product of states of the
two subsystems, i.e.

|ψ〉 
= |spin 1〉 |spin 2〉 (for an entangled two-spin state) . (A3)

Entanglement is, apart from the superposition principle itself, an essential mystery
of quantum mechanics, as was pointed out in 1935 by Schrödinger himself. Note
though that entanglement follows from the superposition principle and is not
something imposed on the theory. So Feynman’s dictum that the superposition
principle contains “the only mystery” is still correct.

294
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Quantum states described by state vectors are said to be pure states. States that
cannot be described by state vectors are said to be in mixed states. Mixed states
are described by the density operator

ρ̂ =
∑

i

|ψi 〉 pi 〈ψi | =
∑

i

pi |ψi 〉 〈ψi |, (A4)

where the sum is over an ensemble (in the sense of statistical mechanics) where
pi is the probability of the system being in the ith state of the ensemble |ψi 〉,
where 〈ψi | ψi 〉 = 1. The probabilities satisfy the obvious relations

0 ≤ pi ≤ 1,
∑

i

pi = 1,
∑

i

p2
i

≤ 1. (A5)

For the special case where all the pi vanish except, say, the jth one, pi = δi j , we
obtain

ρ̂ = |ψ j 〉〈ψ j |, (A6)

the density operator for the pure state |ψ j 〉. Note that the density operator for this
case is just the projection operator onto the state |ψ j 〉, and for the more general
case of Eq. (A4), the density operator is a sum of the projection operators over
the ensemble, weighted with the probabilities of each member of the ensemble.

We now introduce a complete, orthonormal, basis {|ϕn〉} (
∑

n |ϕn〉〈ϕn| = Î ),
eigenstates of some observable. Then for the ith member of the ensemble we may
write

|ψi 〉 =
∑

n

|ϕn〉 〈ϕn | ψi 〉 =
∑

n

c(i)
n |ϕn〉, (A7)

where c(i)
n = 〈ϕn | ψi 〉. The matrix element of ρ̂ between the n and n′ eigenstates

is

〈ϕn |ρ̂| ϕn′ 〉 =
∑

i

〈ϕn|ψi 〉 pi 〈ψi |ϕn′ 〉 =
∑

i

pi c
(i)
n c(i)∗

n′ . (A8)

The quantities 〈ϕn|ρ̂|ϕn′ 〉 form the elements of the density matrix. Taking the
trace of this matrix we have

Trρ̂ =
∑

n

〈ϕn |ρ̂| ϕn〉 =
∑

i

∑
n

〈ϕn|ψi 〉 pi 〈ψi |ϕn〉
(A9)

=
∑

i

∑
n

pi 〈ψi |ϕn〉 〈ϕn|ψi 〉 =
∑

i

pi = 1.

Since ρ̂ is Hermitian (as is evident from its construction in Eq. (A4)), the diagonal
elements 〈ϕn|ρ̂|ϕn〉 must be real, and it follows from Eq. (A9) that

0 ≤ 〈ϕn| ρ̂ |ϕn〉 ≤ 1. (A10)

Now let us consider the square of the density operator: ρ̂2 = ρ̂ • ρ̂. For a pure
state where ρ̂ = |ψ〉〈ψ | it follows that

ρ̂2 = |ψ〉 〈ψ | ψ〉 〈ψ | = |ψ〉 〈ψ | = ρ̂ (A11)
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and thus

Trρ̂2 = Trρ̂ = 1. (A12)

For a statistical mixture

ρ̂2 =
∑

i

∑
j

pi p j |ψi 〉〈ψi |ψ j 〉〈ψ j |. (A13)

Taking the trace we have

Trρ̂2 =
∑

n

〈ϕn| ρ̂2 |ϕn〉

=
∑

n

∑
i

∑
j

pi p j 〈ϕn |ψi 〉〈ψi |ψ j 〉〈ψ j |ϕn〉

=
∑

i

∑
j

pi p j |〈ψi |ψ j 〉|2

≤
[∑

i

pi

]2

= 1. (A14)

The equality holds only if |〈ψi | ψ j 〉|2 = 1 for every pair of states |ψi 〉 and |ψ j 〉.
This is possible only if all the |ψi 〉 are collinear in Hilbert space, i.e. equivalent
up to an overall phase factor. Thus we have the following criteria for pure and
mixed states:

Trρ̂2 = 1,for a pure state,

Trρ̂2 < 1, for a mixed state.
(A15)

Perhaps a simple example is warranted at this point. Consider a superposition of,
say, the vacuum and one-photon number states

|ψ〉 = 1√
2

(|0〉 + eiφ |1〉), (A16)

where φ is just some phase. The density operator associated with this state is
given by

ρ̂ψ = |ψ〉 〈ψ | = 1

2
[|0〉 〈0| + |1〉 〈1| + eiφ |1〉 〈0| + e−iφ |0〉 〈1|]. (A17)

On the other hand, the density operator for an equally populated mixture of
vacuum and one-photon states is

ρ̂M = 1

2
[|0〉 〈0| + |1〉 〈1|] . (A18)

The two density operators differ by the presence of the “off-diagonal”, or “coher-
ence”, terms in the former, such terms being absent in the case of the mixture.
The absence of the coherence terms is, of course, what makes the distinction
between a state exhibiting full quantum-mechanical behavior and one that does
not. It is easy to check that Trρ̂2

M = 1/2.
For one of the states of the ensemble |ψi 〉, by itself pure, the expectation value

of some operator Ô is given by

〈Ô〉i = 〈ψi |Ô|ψi 〉. (A19)
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For the statistical mixture, the ensemble average is given by

〈Ô〉 =
∑

i

pi 〈ψi | Ô |ψi 〉, (A20)

which is just the average of the quantum-mechanical expectation values weighted
with the probabilities pi . Formally we may write

〈Ô〉 = Tr(ρ̂ Ô) (A21)

since

Tr(ρ̂ Ô) =
∑

n

〈ϕn| ρ̂ Ô |ϕn〉

=
∑

n

∑
i

pi 〈ϕn | ψi 〉 〈ψi | Ô |ϕn〉

=
∑

i

∑
n

pi 〈ψi | Ô |ϕn〉 〈ϕn | ψi 〉

=
∑

i

pi 〈ψi | Ô |ψi 〉 . (A22)

A.2 Two-state system and the Bloch sphere

For a two-state system, be it a spin-1/2 particle, a two-level atom, or the polariza-
tions of a single photon, there always exists a description in terms of the Pauli
operators σ̂1, σ̂2, σ̂3 satisfying the commutation relations

[σ̂i , σ̂ j ] = 2iεi jk σ̂k . (A23)

In a basis where σ̂3 and σ̂ 2 = σ̂ 2
1 + σ̂ 2

2 + σ̂ 2
3 are diagonal, these operators can be

written in matrix form as

σ1 =
(

0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (A24)

Any Hermitian 2 × 2 matrix can be expressed in terms of the Pauli matrices and
the 2 × 2 identity matrix Î2, and this includes, of course, the density operator.
That is, we can write

ρ =
(

ρ11 ρ12

ρ21 ρ22

)
= 1

2

(
1 + s3 s1 + i s2

s1 − i s2 1 − s3

)
= 1

2
( Î2 + s · σ ), (A25)

where the vector s = {s1, s2, s3} is known as the Bloch vector. For a pure
state ρ̂ = |�〉〈�|, the Bloch vector has unit length,

∑
i |si |2 = 1, and points

in some direction specified by the spherical coordinate angles θ and φ in a three-
dimensional Euclidean space. The associated quantum state can be represented
in terms of these angles as

|�〉 = cos

(
θ

2

)
e−iφ/2 |↑〉 + sin

(
θ

2

)
eiφ/2 |↓〉 . (A26)

In general, and including the case of mixed states where |s| ≤ 1, the density
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s3

s2

s1

u
s

−u

Fig. A.1. Representation
of the density matrix of a
two-state system in terms
of the Bloch sphere and
Bloch vector. The three
components of the Bloch
vector s = {s1, s2, s3}
specify the density
operator according to
the parameterization of
Eq. (A25). The two
eigenvalues are (1 ± |s|)/2
and the two eigenvectors
are specified by u and −u.

operator of the form of Eq. (A25) has two eigenvalues

g1 = 1

2

[
1 +

√
s2

1 + s2
2 + s2

3

]
= 1

2
[1 + |s|] ,

(A27)

g2 = 1

2

[
1 −

√
s2

1 + s2
2 + s2

3

]
= 1

2
[1 − |s|] ,

and its eigenvectors are determined by the two vectors u and −u shown in the
Bloch sphere in Fig. A.1. For pure states, where |s| = 1, u coincides with s and
its tip lies on the surface of the Bloch sphere. For a mixed state where |s| < 1,

vector u points in the same direction as s but unlike s maintains unit length so
that its tip always lies on the surface of the Bloch sphere. Equation (A26) can be
used to express u and −u in terms of the vectors in state space.

A.3 Entangled states

Let us now consider a two-particle (or two-mode) system (known also as a bipar-
tite system) and, for simplicity, let us assume that each particle can be in either
of two one-particle states |ψ1〉 or |ψ2〉. Using the notation∣∣∣ψ (1)

1

〉
, particle 1 in state 1,∣∣∣ψ (1)

2

〉
, particle 1 in state 2,∣∣∣ψ (2)

1

〉
, particle 2 in state 1,∣∣∣ψ (2)

2

〉
, particle 2 in state 2,

we consider a pure two-particle superposition state (in general an entangled state)

|�〉 = C1

∣∣∣ψ (1)
1

〉
⊗

∣∣∣ψ (2)
2

〉
+ C2

∣∣∣ψ (1)
2

〉
⊗

∣∣∣ψ (2)
1

〉
(A28)

an example of which is given in Eq. (A2). (We have inserted the direct product
symbol here for emphasis, although we generally assume it to be understood
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and clear from context throughout this book.) Clearly, this can be extended for
multiparticle (multipartite) systems. For such multipartite systems, we can define
reduced density operators for each of the subsystems by tracing the density oper-
ator over the states of all the other systems. In the present case, with the density
operator of the two-particle system given by ρ̂ = |�〉〈�|, the reduced density
operator for particle 1 is

ρ̂(1) = Tr2ρ̂ =
〈
ψ

(2)
1

∣∣∣ρ̂∣∣∣ψ (2)
1

〉
+

〈
ψ

(2)
2

∣∣∣ρ̂∣∣∣ψ (2)
2

〉
= |C1|2

∣∣∣ψ (1)
1

〉〈
ψ

(1)
1

∣∣∣ + |C2|2
∣∣∣ψ (1)

2

〉〈
ψ

(1)
2

∣∣∣. (A29)

This has the form for a mixed state for particle 1 as long as Ci 
= 0, i = 1, 2.
Similarly, for particle 2,

ρ̂(2) = Tr1ρ̂ = |C1|2
∣∣∣ψ (2)

1

〉〈
ψ

(2)
1

∣∣∣ + |C2|2
∣∣∣ψ (2)

2

〉〈
ψ

(2)
2

∣∣∣. (A30)

Evidently, when one of the particles is considered without regard to the other, it is
generally in a mixed state. Thus one may characterize the degree of entanglement
according to the degree of purity of either of the subsystems. If Tr[ρ̂(2)]2 = 1,
the state |�〉 is not an entangled state; but if Tr[ρ̂(2)]2 < 1 we may conclude that
|�〉 describes an entanglement between subsystems 1 and 2.

A.4 Schmidt decomposition

There is another convenient way to approach the problem of characterizing entan-
glement, at least for cases where there are only two subsystems. We refer to the
von Neumann entropy, which we introduce in the next section. But first, as a pre-
liminary, we introduce the Schmidt decomposition [1, 2]. To keep the discussion
general we do not restrict the dimensions of the Hilbert spaces of the subsystems.

Suppose we let {|ai 〉, i = 1, 2, 3, . . .} and {|b j 〉, j = 1, 2, 3, . . .} form
orthonormal bases for subsystems U and V respectively. If the Hilbert spaces
of these systems are denoted HU and HV respectively, then any state |�〉 ∈ H =
HU ⊗ HV can be written as

|�〉 =
∑
i, j=1

ci j |ai 〉 ⊗ |b j 〉. (A31)

In these bases, the density operator for the composite system is

ρ̂ = |�〉 〈�| =
∑

i, j,k,l

ci j c
∗
k l |ai 〉 〈ai | ⊗ ∣∣b j

〉 〈bl |

=
∑

i, j,k,l

ρi j,kl |ai 〉 〈ai | ⊗ ∣∣b j

〉 〈bl | , (A32)

where the ρi j,kl = ci j c∗
kl . The density operators of each of the subsystems are
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given by the partial traces

ρ̂u = Trvρ̂ =
∑

j

〈b j |ρ̂|b j 〉 =
∑
i, j,k

ρi j,k j |ai 〉〈ak |,
(A33)

ρ̂v = Tru ρ̂ =
∑

i

〈ai |ρ̂|ai 〉 =
∑
i, j,k

ρi j,i l |b j 〉〈bl |.

But it is possible, for any bipartite system in a pure state, to write that state in the
form

|�〉 =
∑

i

gi |ui 〉 ⊗ |vi 〉 (A34)

where the {|ui 〉} and {|vi 〉}are othonormal bases in HUand HV respectively and
where

∑
i |gi |2 = 1. This is the Schmidt decomposition. The density operator for

the composite system is then

ρ̂ =
∑
i,k

gi g
∗
k |ui 〉 〈uk | ⊗ |vi 〉 〈vk |. (A35)

The proof of this is as follows. Let us choose {|ui 〉} such that ρ̂u is diagonal in
this basis and the dimension of HU is not greater than the dimension of HV . Let
{|v′

i 〉} be an arbitrary basis in HV . Then we can write

ρ̂ = |�〉 〈�| =
∑

i, j,k,l

ci j c
∗
k l |ui 〉 〈uk | ⊗

∣∣∣v′
k

〉〈
v′

l

∣∣∣. (A36)

However, ρ̂u = ∑
i,k, j ci j c∗

k j |ui 〉〈uk | must be diagonal, therefore∑
j ci j c∗

k j = |gi |2δi k . This condition allows us to switch to another orthogonal
basis in HU . For each |gi | 
= 0 and for each |ui 〉 we can define the relative state

|vi 〉 =
∑

j

(
ci j

gi

) ∣∣v′
j

〉
(A37)

where i = 1, 2, . . . N, and N is not greater than the dimension of HU . The density
operator of the composite system may now be written as

ρ̂ =
∑

i, j,k,l

gi g
∗
k |ui 〉 〈uk | ⊗

(
ci j

gi

) ∣∣v′
j

〉 〈
v′

l

∣∣ ( c∗
k l

g∗
k

)
(A38)

=
∑
i,k

gi g
∗
k |ui 〉 〈uk | ⊗ |vi 〉 〈vk | ,

where only N basis vectors {|vi 〉} fromHV are sufficient to express the state vector
or the density operator of the composite system. This completes the proof.

Before proceeding, some remarks are in order. (i) The summation of the single
index in the Schmidt decomposition goes to the smaller of the dimensions of the
two Hilbert spaces HU and HV . (ii) The decomposition is not unique and cannot,
in general, be extended to multipartite systems with greater than two subsys-
tems. (iii) In the bases chosen for the Schmidt decomposition, both ρ̂u and ρ̂v are
diagonal and have the same positive spectrum:

ρ̂u = ∑
i

|gi |2 |ui 〉 〈ui |,
ρ̂v = ∑

i
|gi |2 |vi 〉 〈vi |. (A39)
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It is this feature that facilitates the use of the von Neumann entropy, introduced
in Section A.5, to characterize entanglement in a bipartite system. Again, the
summation over the single index in the Schmidt decomposition goes to the smaller
of the dimensionalities of the two Hilbert spaces HU and HV . This means that if
a two-state system is entangled with a system of N dimensions, where N > 2, the
Schmidt decomposition has only two terms. An example of this for a two-level
atom interacting with a single-mode field is discussed at the end of Chapter 4.

Here we give a simple example of the Schmidt decomposition for a bipartite
system. We consider a spin singlet (SS) state of the form

|SS〉 = 1√
2

(| ↑z〉1| ↓z〉2 − | ↓z〉1| ↑z〉2) , (A40)

where |↑z〉1 is the state for particle 1 with spin up along the z-axis, etc. Clearly
this state already possesses a Schmidt decomposition. But because the spin sin-
glet state is rotationally invariant, it is particularly easy to find other Schmidt
decompositions. For example, we can write

|SS〉 = 1√
2

(| ↑x 〉1| ↓x 〉2 − | ↓x 〉1| ↑x 〉2) , (A41)

or more generally

|SS〉 = 1√
2

(| ↑n〉1| ↓n〉2 − | ↓n〉1| ↑n〉2) , (A42)

where n is a unit vector for a quantization axis in some arbitrary direction.

A.5 von Neumann entropy

The concept of entropy is familiar from thermodynamics and is commonly under-
stood as a measure of disorder: the greater the disorder within a system the greater
the entropy. From the point of view of statistical mechanics and information the-
ory, entropy can be thought of as a measure of missing information, the infor-
mation that would be gained if a complete measurement of a system could be
performed [3].

The von Neumann definition of entropy closely parallels the statistical mechan-
ical one. For a density operator ρ̂, the von Neumann entropy is defined as [4]

S (ρ̂) = −Tr [ρ̂ ln ρ̂] . (A43)

For a pure state S(ρ̂pure) = 0 and thus repeated measurements of the state in
question yield no new information. But for a mixed state we shall have S(ρ̂mixed) >

0. In general, the entropy is not easy to calculate. However, in a basis for which
the density operator is diagonal, such as the Schmidt basis, the entropy may be
evaluated from the diagonal elements according to

S (ρ̂) = −
∑

k

ρkk ln ρkk . (A44)
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Because all of the numbers ρkk must be real and 0 ≤ ρkk ≤ 1, it follows that S(ρ̂)
must be positive semidefinite.

As an example, consider the bipartite state

|ψ〉 = 1√
1 + |ξ |2

(|0〉1 |0〉2 + ξ |1〉1 |1〉2) , (A45)

which clearly has the form of a Schmidt decomposition. The density operators
for each of the subsystem are

ρ̂1 = 1

(1 + |ξ |2)
[|0〉1 1〈0| + |ξ |2|1〉1 1〈1|],

(A46)
ρ̂2 = 1

(1 + |ξ |2)
[|0〉2 2〈0| + |ξ |2|1〉2 2〈1|].

Then it follows that

S (ρ̂1) = −
{

1

(1 + |ξ |2)
ln

[
1

(1 + |ξ |2)

]

+ |ξ |2
(1 + |ξ |2)

ln

[ |ξ |2
(1 + |ξ |2)

]}
= S (ρ̂2) . (A47)

For the case where ξ = 0 we have the nonentangled product state |0〉1|0〉2 and
S(ρ̂1) = S(ρ̂2) = 0, as expected. But for |ξ | = 1 we have S(ρ̂1) = S(ρ̂2) = ln 2,
which represents maximal entanglement for this state indicating maximal quan-
tum correlations. Information about these correlations is destroyed upon tracing
over one of the subsystems.

Finally, in the case of a pure state of a bipartite system where the subsys-
tems are of different dimensions, as is easy to check, the entropies of the of the
subsystems are equal. This is a consequence of the Schmidt basis enforcing the
same dimensionality on each of the subsystems, as mentioned above. An example
of such is provided, in the case of the Jaynes–Cummings model, at the end of
Chapter 4.

A.6 Dynamics of the density operator

Finally, in the absence of dissipative interactions and in the absence of an explicitly
time dependent interaction, the density operator evolves unitarily according to

dρ̂

d t
= i

h
[ρ̂, Ĥ ], (A48)

easily proved by using the fact that each of the states |ψi 〉 of the ensemble satisfies
the Schrödinger equation

i h
d |ψi 〉

d t
= Ĥ |ψi 〉 . (A49)

Alternatively, we may write

ρ̂ (t) = Û (t, 0) ρ̂ (0) Û † (t, 0) (A50)
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where the unitary evolution operator Û (t, 0) satisfies the equation

i h
d Û

d t
= ĤÛ . (A51)

Equation (A48) is known as the von Neumann equation, the quantum mechanical
analog of the Liouville equation associated with the evolution phase-space prob-
ability distributions in statistical mechanics. The equation is sometimes written
as

i h
dρ̂(t)

d t
= [Ĥ , ρ̂(t)] ≡ L ρ̂(t), (A52)

where L̂ is known as the Liouvillian superoperator.
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Appendix B
Quantum measurement theory in a
(very small) nutshell

The following is in no way meant to be an extensive review of the subject of quan-
tum measurement theory. For more details, the reader should consult the bibliog-
raphy. Here we present only those aspects of the theory necessary to understand
the results of state reductive measurements, particularly for situations involving
entangled states.

Suppose the operator Q̂ is a Hermitian operator representing some observable
Q. Further, we let the states {|qn〉; n integer} be the eigenstates of Q̂ with the
eigenvalues being qn : Q̂|qn〉 = qn|qn〉. The eigenstates are complete and resolve
unity according to ∑

n

|qn〉〈qn| = Î . (B1)

Each of the terms |qn〉〈qn| forms a projection operator onto the state with eigen-
value qn, P̂(qn) : = |qn〉〈qn|. A state |ψ〉 (assumed normalized: 〈ψ | ψ〉 = 1) can
be expanded in terms of the eigenstates of Q̂ according to

|ψ〉 = Î |ψ〉 =
∑

n

|qn〉 〈qn | ψ〉 =
∑

n

cn |qn〉 (B2)

where the coefficient cn = 〈qn | ψ〉 is, in general, a complex number, and is known
as a probability amplitude. If |ψ〉 is the state vector just before a measurement
of the observable Q, the probability of obtaining the outcome qn , P(qn), is

P(qn) = 〈ψ |P̂(qn)|ψ〉 = |cn|2. (B3)

According to the orthodox (or Copenhagen) interpretation of quantum mechanics,
the system described by the state vector |ψ〉 is not in one of the eigenstates of
Q̂ prior to the measurement, but rather, the state vector collapses, or reduces, to
one of the eigenstates upon measurement, this processes sometimes represented
by the symbols

|ψ〉 measurement−→
of Q̂

|qn〉. (B4)

Prior to the measurement, the value of the observable associated with the operator
Q̂ in the system described by the state vector |ψ〉 is objectively indefinite. It
is not merely a matter of only knowing what the value of the observable is

304
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with a probability given by Eq. (B3), as would be the case if we were talking
about statistical mechanics, but rather that one cannot assign definite values to
observables for systems in superposition states without leading to conflict with
experimental observations. The state reduction processes throws the system into
a state with a definite value of the observable and subsequent measurements of
that observable will return the same state. The dynamics of state reduction is not
described by the Schrödinger equation. The interaction of the detector with the
particle whose quantum state is being measured may destroy that particle. For
example, when a photo-detector “clicks” it does so because the photon itself has
been destroyed (absorbed).

It is sometimes possible to arrange experiments to perform selective, or filtered,
measurements, sometimes called von Neumann projections. Such measurements
are invoked in the text in Chapter 9 where polarization filters are employed and in
Chapter 10 where field ionization is used in the context of cavity quantum elec-
trodynamics. A projective measurement on one of the eigenstates |qn〉 requires
a filtration of all the other eigenstates of the operator. Mathematically we may
represent this projection as P̂(qn)|ψ〉, which in normalized form reads

|ψ〉 projective−→
measurement

|qn〉 = P̂(qn) |ψ〉
〈ψ | P̂(qn) |ψ〉1/2

. (B5)

The filtering need not project onto an eigenstate of Q̂. Suppose we could some-
how filter the system so that the superposition state |ψs〉 = 1√

2
(|q1〉 + |q2〉) is

measured. The projection operator associated with this state is P̂s = |ψs〉〈ψs|
and we have the projection

|ψ〉 projective −→
measurement onto |ψs〉

eiϕ |ψs〉 = P̂s |ψ〉
〈ψ | P̂s |ψ〉1/2

, (B6)

where P̂s|ψ〉 = |ψs〉〈ψs | ψ〉 = |ψs〉(|c1 + c2|eiϕ)/
√

2, and 〈ψ |P̂s|ψ〉 =
|c1 + c2|2/2. The phase ϕ is an irrelevant overall phase factor.

As a specific example, consider a single photon in the polarization state

|θ〉 = |H〉 cos θ + |V 〉 sin θ (B7)

where we have used the convention given in Chapter 9. If a Polaroid filter is
placed in the beam and oriented along the horizontal (vertical) direction, the state
vector of Eq. (B7) reduces to |H〉(|V 〉). On then other hand, if we try to project
onto the state

|θ⊥〉 = −|H〉 sin θ + |V 〉 cos θ, (B8)

where θ⊥ = θ + π/2, by orienting the filter along that direction, we find that we
get no photons at all passing through: 〈θ⊥ | θ〉 = 0. But if we orient the filter
along some direction ϑ to the horizontal axis, the photon will be projected onto
the polarization state

|ϑ〉 = |H〉 cos ϑ + |V 〉 sin ϑ, (B9)

as the reader can easily check.
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Let us now turn to the case of two-mode states. If we have two modes labeled
1 and 2, we may write a general two-mode state as

|ψ〉 =
∑
n,m

cn m |qn〉1 |sm〉2 , (B10)

where the states |qn〉1 are eigenstates of Q̂1 defined in the Hilbert space of mode
1 and the states |sm〉 are eigenstates of some operator Ŝ2 defined in the Hilbert
space of mode 2. Certain choices of the coefficients cn m will render the state an
entangled state. In either case, an unfiltered measurement of the observables Q̂1

and Ŝ2 reduces the state vector to

|ψ〉 measurement−→
ofQ̂1 andŜ2

|qn〉1 |sm〉2 , (B11)

whereas, say, a projective measurement onto |qn〉1 reduces the state vector of Eq.
(B10) to

|ψ〉 projection−→
onto |qn 〉1

|ψ, qn〉 = P̂1(qn)|ψ〉
〈ψ |P̂1(qn)|ψ〉1/2

= |qn〉1

∑
m

cn m |sm〉∑
m

|cn m |2 . (B12)

The projection holds whether or not we have an entangled state, as do the more
general projections of the type discussed above. Notice that if the original state is
entangled, the projective measurement creates a factorized state. As an example,
let us consider a state of the form

|ψ〉 = 1√
2

(|H〉1 |V 〉2 − |V 〉1 |H〉2) , (B13)

one of the Bell states. Suppose that in mode 1 a Polaroid filter is placed
at an angle of π/4 to the horizontal. This causes a projection onto the
state

|π/4〉1 = 1√
2

(|H〉1 + |V 〉1) (B14)

in that mode and reduces the original state vector to

|ψ〉 projection−→
onto|π/4〉1

P̂1( π

4 )|ψ〉
〈ψ |P̂1( π

4 )|ψ〉1/2
= |π/4〉1

1√
2

(|V 〉2 − |H〉2). (B15)

Note that a projective measurement of one part of an entangled system projects
the other part into a particular state in a manner that is entirely predictable. The
correlations exhibited by these projections are of a highly nonclassical nature and
are ultimately responsible for the violations of Bell’s inequalities as described in
Chapter 9.
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Appendix C
Derivation of the effective Hamiltonian
for dispersive (far off-resonant)
interactions

Here we derive the effective Hamiltonian for interactions where there is a large
detuning between the relevant frequencies involved. In order to keep the discus-
sion rather general, we start with the full Hamiltonian of the form

Ĥ = Ĥ0 + ĤI (C1)

where Ĥ0 is the interaction-free Hamiltonian and HI is the interaction Hamilto-
nian. We take the latter to be of the general form

ĤI = hg (Â + Â
†
), (C2)

where Â represents the product of operators describing the interaction, and g is
the coupling constant. The operator product Â is assumed to have no explicit
time dependence. In the case of atom–field interactions we have Â = â σ̂+ and
Ĥ0 = hωâ†â + hω0σ̂3/2. This specific case was discussed by Schneider et al.
[1]. The time-dependent Schrödinger equation in the Schrödinger picture (SP) is

i h
d

dt
|ψSP (t)〉 =

(
Ĥ0 + ĤI

)
|ψSP (t)〉 (C3)

where |ψSP(t)〉 is the state vector in that picture.
We now transform to the interaction picture (IP) using the interaction-free part

of the Hamiltonian and the operator Û0 = exp(−i Ĥ0 t/h) [2]. The state vector
in the IP is given by

|ψIP (t)〉 = Û−1
0 |ψSP (t)〉 (C4)

and the Schrödinger equation becomes

i h
d

dt
|ψIP (t)〉 = ĤIP (t) |ψIP (t)〉 , (C5)

where

ĤIP (t) = Û−1
0 ĤÛ0 − i hÛ−1

0

dÛ0

dt

= hg( Âei� t + Â
†
e−i� t ), (C6)

and where � is the detuning whose form depends on the form of Â. For the
atom–field interaction we have � = ω0 − ω. The detuning will be assumed large
in a sense described below.
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The solution to Eq. (C5) can be written formally as

|ψIP (t)〉 = T̂


exp


− i

h

t∫
0

dt ′ ĤIP(t ′)





 |ψIP (0)〉 , (C7)

where |ψIP(0)〉 = |ψSP(0)〉 and T̂ is the time-ordering operator. We make the
perturbative expansion

T̂


exp


− i

h

t∫
0

dt ′ ĤIP(t ′)







= T̂


1̂ − i

h

t∫
0

dt ′ ĤIP(t ′) − 1

2 h2

t∫
0

dt ′
t∫

0

dt ′′ ĤIP(t ′)ĤIP(t ′′) + · · ·



= 1̂ − i

h

t∫
0

dt ′ ĤIP(t ′) − 1

2 h2
T̂


 t∫

0

dt ′
t∫

0

dt ′′ ĤIP(t ′)ĤIP(t ′′)


 + · · · (C8)

The last term, when time ordered, reads

T̂


 t∫

0

dt ′
t∫

0

dt ′′ ĤIP(t ′)ĤIP(t ′′)


 = 2

t∫
0

dt ′ ĤIP(t ′)

t ′∫
0

dt ′′ ĤIP(t ′′). (C9)

The second term in Eq. (C8) yields

t∫
0

dt ′ ĤIP(t ′) = hg

[
Â

ei� t ′

i�

∣∣∣∣∣
t

0

− Â
† e−i� t ′

i�

∣∣∣∣∣
t

0

]

= hg

i�
[ Â(ei� t − 1) − Â

†
(e−i� t − 1)]. (C10)

The second-order term now becomes

t∫
0

dt ′ ĤIP(t ′)
∫ t ′

0
dt ′′ ĤIP(t ′′) = h2g2

i�

t∫
0

dt ′
[

Â
2
e2i� t ′ − Â

2
ei� t ′

− Â
†2

e−2i� t ′ + Â
†2

e−i� t ′ + Â
†
Â(1 − e−i� t ) − Â Â

†
(1 − ei� t )]. (C11)

Clearly, the integration will give rise to terms that go as g2/�2 and these will be
small for large detuning. Those terms we drop. This is essentially the rotating-
wave approximation as those terms will be rapidly oscillating and will average
to zero. What remains gives us

t∫
0

dt ′ ĤIP(t ′)

t ′∫
0

dt ′′ ĤIP(t ′′) ≈ i h2g2t

�
[ Â, Â

†
]. (C12)
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Thus to second order we have

T̂


exp


− i

h

t∫
0

dt ′ ĤIP(t ′)





 ≈ 1̂ − g

�
[ Â(ei� t − 1) − Â

†
(e−i� t − 1)]

− i g2t

�
[ Â, Â

†
]. (C13)

If the mean “excitation” 〈 Â 〉 ≈ 〈 Â
†
Â 〉1/2 is not too large and if∣∣∣ g

�
〈 Â

†
Â 〉1/2

∣∣∣ � 1, (C14)

assumed valid because of the large detuning, then the second term of Eq. (C13)
can be dropped and thus we have

T̂


exp


− i

h

t∫
0

dt ′ ĤIP(t ′)





 ≈ 1̂ − i

h
t Ĥeff (C15)

where

Ĥeff = hg2

�
[ Â, Â

†
]. (C16)

For the Jaynes–Cummings interaction we have Â = â σ̂+ so that

[ Â, Â
†
] = σ̂+σ̂− + â†â σ̂3. (C17)

Thus the effective Hamiltonian in this case is

Ĥeff = hχ (σ̂+σ̂− + â†â σ̂3), (C18)

where χ = g2/�, in agreement with the expression given in Eq. (4.184). The
term hχσ̂+σ̂−, present even in the absence of photons, is a kind of cavity induced
atomic Kerr effect giving rise to an energy shift on the bare excited atomic
state |e〉.

Finally, as another example, suppose we consider the case of the degenerate
parametric down-converter with a quantized pump field. The full Hamiltonian for
this process is given in Eq. (7.84). In our notation here we have Ĥ0 = hω â†â +
hωpb̂†b̂, where ωp is the pump frequency, and Â = i â†2b̂ with g = χ (2). The
effective interaction for large detuning is then

Ĥeff = − h
[
χ (2)

]2

�
(4â†â b̂†b̂ + 2b̂†b̂ − â†2â2), (C19)

where � = 2ω − ωp. The dispersive form of the interaction is a Kerr-like term
(â†2â2), a cross-Kerr-like term (4â†â b̂†b̂) and a “frequency-pulling” term (2b̂†b̂).
Thus in the case of large detuning between pump and signal fields, the parametric
down-converter mimics a Kerr medium. Klimov et al. [3] have discussed such
interactions though they have used Lie algebraic methods to arrive at the effective
Hamiltonians.
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Appendix D
Nonlinear optics and spontaneous
parametric down-conversion

Down-conversion results from a nonlinear interaction of pump radiation with
media where the induced polarization is so strongly effected by the radiation
that it deforms beyond the linear response that generates the usual dispersion
and absorption. For our purposes, we can expand the nonlinear polarization in a
power series in the applied radiation field. Crystals commonly used in nonlinear
optics are highly anisotropic and their response is described in tensorial form
according to

P̂i = χ
(1)
i, j Ê j + χ

(2)
i, j,k Ê j Êk + χ

(3)
i, j,k,l Ê j Êk Êl + · · · (D1)

where χ (m) is the mth-order electric susceptibility tensor [1] and where repeated
indices imply a sum. The energy density is then ε0 Ei Pi and thus the second-order
contribution to the Hamiltonian, the interaction Hamiltonian, is

Ĥ (2) = ε0

∫
V

d3rχ (2)
i, j,k Êi Ê j Êk, (D2)

where the integral is over the interaction volume. We now represent the compo-
nents of the fields as Fourier integrals of the form

Ê (r, t) =
∫

d3k
[

Ê (−) (k) e−i[ω(k) t−k·r] + Ê (+) (k) ei[ω(k) t−k·r]
]
, (D3)

where

Ê (−) (k) = i

√
2π hω (k)

V
â† (k) , and Ê (−) (k) = i

√
2π hω (k)

V
â (k) . (D4)

The operators â(k) and â†(k) are the annihilation and creation operators respec-
tively of photons with momentum hk.* If we substitute field expressions of the
above form into Eq. (D2) and retain only the terms important for the case when
the signal and idler modes are initially in vacuum states, we obtain the interaction
Hamiltonian

ĤI (t) = ε0

∫
V

d3r
∫

d3ksd3kiχ
(2)
lmn

×Ê (+)
pl ei[ωp(kp) t−kp ·r] Ê (−)

sm e−i[ωs (ks ) t−ks ·r] Ê (−)
in e−i[ωi (ki ) t−ki ·r] + H.c. (D5)

* The commutation relations for these operators where the wave vector is continuous take the form

[â(k), â†(k′)] = δ(3)(k − k′).
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The conversion rates for the process depend on the second or electric susceptibility
χ (2) but typically have efficiencies in the range 10−7 to 10−11, extremely low rates.
For this reason, in order to obtain significant output in the signal and idler beams
it is necessary to pump the medium with a very strong coherent field which we
can model as a classical field obtained from a laser as long as we are interested
in interactions over a short enough time such that depletion of pump photons
can be ignored – the parametric approximation. The pump laser is usually in the
ultraviolet while the photons arising from the down-conversion are usually in the
visible spectral range.

From time dependent perturbation theory, assuming the initial states of the
signal and idler modes are in vacuum states, which we denote for the moment as
|�0〉, we obtain, to first order, |�〉 ≈ |�0〉 + |�1〉 where [2]

|�1〉 = − i

h

∫
d t Ĥ (t)|�0〉

= N
∫

d3ksd
3kiδ(ωp − ωs(ks) − ωi(ki))

×δ(3)(kp − ks − ki)â
†
s (ks)â

†
i (ki)|�0〉, (D6)

where N is a normalization factor into which all constants have been absorbed.
One sees that the delta functions contain the phase matching conditions

ωp = ωs + ωi,

kp = ks + ki.
(D7)

In the case of type I phase matching, we end up with the state given by Eq. (9.9),
which we arrived at by assuming specific momenta which can be post-selected
by the placement of a screen with properly located holes over the output of the
down-converter.
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